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Preface - The EAGLES/ISLE Enterprise

The ISLE projed is a continuation d the long standing EAGLES initiative (Calzolari, Mc
Naught and Zampadlli, 1996, caried ou through a number of subsequent projeds funded by the
European Commisson (EC) since 1993.EAGLES stands for Expert Advisory Group for Language
Engineging Sandads and was launched within EC Diredorate General XllI's Linguistic Reseach
and Engineeaing (LRE) programme, continued under the Language Engineaing (LE) programme,
and nov under the Human Language Tedhndogy (HLT) programme & ISLE, since January 2000.
ISLE stands for Internationd Sandads for Language Engneeing, and is caried ou in
coll aboration ketween American and European groups in the framework of the EU-US International
Reseach Co-operation, suppated by NSF and EC ISLE was built onjoint preparatory EU-US work
of the previous 2 yeas towards tting up a transatlantic standards oriented initiative for HLT.
Quite recently we dso have some Asian involvement, because of their interest in the initiative and
the relevance of lexicd standards.

The objedive of the projed isto suppat HLT R&D international and retional projeds, and HLT
indwstry by developing, disseminating and promoting widely agreed and wugently demanded HLT
standards and guidelines for infrastructural language resources (see Zampadlli, 1998,and Calzolari,
1999, tods that exploit them and LE products. The am of EAGLES/ISLE is thus to accéerate the
provision d standards, common guideli nes, best pradice recommendations for:

* vey large-scde language resources (such as text corpora, computational lexicons, speedh
corpora (Gibbonet al., 1997, multimodal resources);

« means of manipulating such knowledge, via computational linguistic formalisms, mark-up
languages and various oftwaretoadls;

* meansof assessng and evaluating resources, tools and products (EAGLES, 1996.

Leading industrial and acalemic playersin the HLT field have adively participated in the definition
of thisinitiative and have lent invaluable suppat to its exeaution. Moreover, the initiative isadired
result of a series of recdmmendations made to the EC over severa yeas. There is areaognition that
standardisation work is not only important, bu is a necessary comporent of any strategic
programme to creae a ®herent market, which demands sustained eff ort and investment.

It isimportant to nae that the work of EAGLES (see EAGLES guidelines, http://www.il c.pi.cnr.it/
EAGLES96/home.html) must be seen in a long-term perspedive. Moreover, successul standards
are those which respondto commonly perceived needs or aid in overcoming common goblems. In
terms of offering workable, compromise solutions, they must be based on some solid patform of
accepted fads and acceptable pradices. EAGLES was st up to determine which aspeds of our
field are open to short-term de facto standardisation and to encourage the development of such
standards for the benefit of consumers and produce's of language techndogy, through bringing
together representatives of major collaborative European R&D projeds, and d HLT industry, in
relevant areas. Thiswork is being conducted with aview to providing the foundation for any future
recommendations for International Standards that may be formulated under the agis of 1SO.

The aurrent ISLE projed (see http://www.ilc.pi.cnr.it/t EAGLES96/ide/ISLE Home Page.htm)
targets the three aeas of multili ngud computationd lexcons, natural interaction andmultimoddity
(NIMM), and evaluation d HLT systems. These aea were chasen na only for their relevance to
HLT but also for their long-term significance




ISLE IST-19991064 7WP2-WP3

»  For multili ngud computationd lexcons, ISLE aims at: extending EAGLES work onlexicd
semantics, necessary to establi sh inter-language links; designing and propasing standards for
multili ngual lexicons, developing a prototype tod to implement lexicon guidelines and
standards; creding exemplary EAGLES-conformant sample lexicons and tagging exemplary
corpora for validation puposes, and developing standardised evaluation procedures for
lexicons.

» For NIMM, arapidly innovating domain urgently requiring ealy standardisation, ISLE work
is targeted to develop guidelines for: the aedion d NIMM data resources; interpretative
annaation d NIMM data, including spoken daogue in NIMM contexts; anndation d
discourse phenomena, and meta descriptions of multimodal |anguage resources.

* For ewaluation, ISLE is working on: quality models for madine trandation systems; and
maintenance of previous guidelines - in an 1SO based framework (ISO 9126,1SO 14598.

Three Working Groups, and their sub-groups, carry out the work, acording to the dready proven
EAGLES methoddogy, with experts from both the EU and US, working and interading within a
strongly co-ordinated framework. Resporsible partners reauit members from the HLT community
(from both acadlemia and industry) to perticipate in working groups. International workshops are
used as a means of acdhieving consensus and advancing work. Results will be widely disseminated
and pubished, after due validation in coll aboration with EU and US HLT R&D projeds, National
projeds, and industry.

The foll owing document presents the results of the first phase of adivities of the Computational
Lexicon Working Group (CLWG), dedicaed to the daboration o a survey of existing multili ngual
resources bath in the European, American and (athough still in a more limited extension) Asian
reseach and induwstrial scenarios. Such a review is also the basis for the process of standard
seledion and definition, which will be the focus of the others WPs of the CLWG, aiming at
individuating hot areas in the domain of multili ngual lexicd resources, which cdl — and de facto
can accessto — a processof standardization.

1 The Computational Lexicon Working Group: an Overview

1.1 Standard design and the interaction with R&D

EAGLES work towards de facto standards has alrealy all owed the field of Language Resources
(LR) to establish broad consensus on key isaues for some well -established areas — and will allow
similar consensus to be adieved for other important areas through the ISLE projed — providing
thus a key oppatunity for further consolidation and a basis for tedindogicd advance EAGLES
previous results have drealy become de facto standards. Standards are not of interest if they are not
adually used. Existing EAGLES results in the Lexicon and Corpus areas are airrently adopted by
an impressve number of European - and recently also National - projeds, thus beaoming “the de-
facto standard” for LR in Europe. Thisis a very good measure of the impad — and d the need — of
such standardisation initiative in the HLT sedor. To mention just a few key examples: the LE
PAROLE/SIMPLE resources (morphdogicd/syntadic/semantic lexicons and corpora for 12 EU
languages, Ruimy et al., 1998 Lenci et al., 1999, Bel et al., 2000 rely on EAGLES results
(Sanfilippo, A. et al., 1996and 1999, and are now being enlarged at the national level through
many National Projeds; the ELRA Validation Manuals for Lexicons (Underwood and Navarretta,
1997 and Corpora (Burnard et al., 1997 are based on EAGLES guidelines; morpho-syntadic
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encoding of lexicons and tagging of corpora in a very large number of EU, international and
national projeds — and for more than 20languages — is conformant to EAGLES recommendations
(Monadini & Calzolari, 1996,Leet and Wilson, 1996. The fad that the core PAROLE/SIMPLE
resources are now enlarged to red-size lexicons within National Projedsin at least 8 EU courtries
alows the aedion d a redly large infrastructural platform of harmonised lexicons in Europe,
sharing the same model.

Lexicd semantics has aways represented a sort of wild frontier in the investigation d natura
language, let alone when this is also aimed at implementing large-scde systems based on HLT
comporents. In fad, the number of open isaes in lexicd semantics both on the representational,
architedural and content level might induce an adually unjustified negative dtitude towards the
posshility of designing standards in this difficult territory. Rather to the cntrary, standardisation
must be conceved as enucleding and singling out the aeas in the open field of lexicd semantics,
that already present themselves with a dea and high degree of stability, athouwgh this is often
hidden behind a number of forma differences or representational variants, that prevent the
posshility of exploiting and enhancing the aspeds of commonality and the dready consoli dated
adiievements.

Standards must emerge from state-of-the-art developments. With this resped, the process of
standardization, although by its own nature nat intrinsicdly innovative, must — and adually does —
proceal shouder to shouder with the most advanced reseach. Since EAGLES invaves many
bodes adive in EU-US NLP and speed projeds, close allaboration with these projeds is assured
and, significantly, in many cases, free manpower has been contributed by the projeds, which is a
sign of both the commitment of these groups/companies and d the aucial importancethey placeon
reusability isaues. Procedures have been established allowing EAGLES to accessrelevant material
developed by EAGLES participants working in ather projeds. As an example, the aurrent NSF
projed XMELLT on multi-words for multili ngual lexicons will provide valuable inpu to ISLE.

With nointent of imposing any constraints on investigation and experimentation, the airrent
ISLE CLWG rather aims at seleding mature aeas and results in computational lexicd semantics
and in multili ngual lexicons, which can aso be regarded as gabili zed achievements, thus to be used
as the basis for future reseach. Therefore, consolidation d a standards propaosal must be viewed, by
necessty, as a slow process comprising, after the phase of putting forward proposals, a oy/clicd
phase invalving EAGLES external groups and projeds with:

o caeful evaluation and testing by the scientific community of recommendations in concrete
applications;

» applicaion,if appropriate, to alarge number of languages;

» fealbadk onand readjustment of the propasals until a stable platform is readed, uponwhich a
red consensus - aajuiring its meaning by red usage - is arrived at;

» disemination and promotion d consensual propacsals.

What can be defined as new advance in this processis the highlighting of the aeas for consensus
(or of the aeas in which consensus could be readed) and the gradual consciousnessof the stability
that evolves within the communities involved. A first benefit is the possbility, for thase working in
the field, o focusing their attention on as yet unsolved problems withou losing time in
rediscovering and reimplementing what many others have dready worked on.Useful indications of
best practice will therefore come to reseachers as well as resource developers. Thisis the only way
our discipline can redly move forward.
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Finally, ore of the targets of standardizaton, and acdually one of the main aims of the CLWG
adivities, isto crege a ommon parlance anong the various adors (both o the scientific and d the
industrial R&D community) in the field of computational lexicd semantics and muiltili ngual
lexicons, so that synergies will be thus enhanced, commonalities grenghtened, and resources and
findings usefully shared. In ather terms, the process of standard definition uncertaken by the
CLWG, and hy the ISLE enterprise in general, represents an esential interfacebetween advanced
reseach in the field of multili ngual lexica semantics, and the pradica task of developing resources
for HLT systems and applications. It is through this interfacethat the aqucial trade-off between
reseach pradice and applicaive needs will acdually be adieved.

1.2 EAGLES methodology

The basic idea behind EAGLES work is for the group to ad as a cdayst in order to pod
concrete results coming from current major International/National/industrial projeds.

Relevant common radices or upcoming standards are being used where gpropriate a inpu to
EAGLES/ISLE work. Numerous theories, approadies, and systems are being taken into acourt,
where gpropriate, as any recommendation for harmonisation must take into acwurt the needs and
nature of the different major contemporary approades and the requirements of diff erent applicaive
systems and comporents. EAGLES is aso drawing strong inspiration from the results of major
projeds whase results have wntributed to advancing our understanding of harmonisation issues.

The mgor efforts in EAGLES concentrate on the foll owing types of adivities, which, as enin
the following, show how, on \ery generd li nes, the work is organised in the working groups:

» Deteding those aeas ripe for short-term standardisation vs. areas gill in need of basic reseach
and cevelopment;

» Asssdng and dscovering areas where there is a mnsensus aaossexisting linguistic resources,
formali sms and common pradices,

* Surveying and assessng avail able proposals or contributed spedficaions in order to evaluate
the patential for harmonisation and convergence and for emergence of standards;

* Propasing common spedficaions for core sets of basic phenomena, recommendations for good
pradice for standard methoddogies, etc., onwhich a mnsensus can be found

» Setting up guidelines for representation o core sets of basic fedures, for representation o
resources, etc.;

» Testing and validating preliminary proposals;
» Feasihility studiesfor lessmature aess,

» Suggesting adions to be taken for a stepwise procedure leading to the aeaion d multili ngual
reusable resources, elaboration d evaluation methoddogies and todls, etc.

1.3 The Survey phase

Following the well established EAGLES methoddogy, the first priority of the CLWG in the
first phase of the ISLE projed was to doa wide-range survey of bilingual/multili ngual (or semantic
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mondingual) lexicons, so as to read a fair level of coverage of existing lexicd resources of
diff erent types.

This phase is a preliminary and yet crucial step towards the main goal of the arrent CLWG, i.e. the
definition o the “Multili ngual ISLE Lexicd Entry” (MILE). With resped to this target, ore of the
first objedives of the CLWG is to dscover and list the (maximal) set of (granular) basic notions
needed to describe the multili ngual level. This is the main focus of the second yea of the projed,
the so cdled “recommendation phlase”, where the main oljedive is propcsing consensual
Recommendations/Guidelines. Since asubstantial part of the basic nations for MILE shoud be
arealy included in previous EAGLES recommendations, and, with dfferent distribution, in the
existing and surveyed lexicons, and since the multili ngual layer depends on mondingual |ayers, we
have to revisit ealier linguistic analysis (previous EAGLES work, esentially mondinguistic) to
see what we neal to change/add a what we can reuse for the multilingua layer. To help
acomplish this aim, we neal to investigate how lexicd information is treded in existing
mondingual/multili ngual dictionaries. The Survey presented in the following chapters of this
document covers the survey part of both WP2 and WP3" of the ISLE Workplan.2

The survey of existing lexicons has been accompanied by the analysis of the requirements of a few
multili ngual applicaions, and by the parallel analysis of typicd cross-lingually complex
phenomena. Both these aspeds have provided the genera scenarios in terms of which the survey
has been arganized and caried ou, as well as they will form the reference landmarks for the
propasitive phase of standard design. A number of multili ngual appli caions has been considered as
a starting point for both phases, providing a strong applied focus in tacling multili ngual lexicd
encoding. It is necessary in fad to ensure that any guidelines med the requirements of industrial
applicaions and that they are implementable.

The function d an entry in a multili ngual lexicon is to supgy enowh information to allow the
system to identify a distinct sense of a word o phrase in the Source Language (SL), in many
different contexts, and reliably asociate eab context with the most appropriate trandation in the
Target Language (TL). The first step is to determine, of al the information that can be asciated
with SL lexicd entries, what is the most relevant to a particular task, e.g. which ndions are the
more relevant to be encoded, at which descriptive level, to which elements of the entry condtions
and adions for trandation reel to be asciated, etc. The following is a (nonexhaustive) list of key
appli caions which rely on the use of multili ngual lexica resources:

* Madine Translation (MT)
» CrossLanguage Information Retrieval (CLIR)
» CrossLanguage Information Extradion

e Multili ngual Language Generation

! This merging of WP2 and WP3 was propased by the project and agreed by the projed officer, as dated in the first
semestrial report. The final results of WPs 2 and 3will also congtitute one deli verable.

2 A few American surveys are still expeded, due to a late start of the projed on the American side. Some Asian
surveys are dso expeded. The arrent Survey isthereforeto be mnsidered still a pre-final version.

11
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e Multili ngual Authoring
» Speedr-to-Speed Trandation
e Multili ngual Summarisation

We deaded to focus the work of survey and subsequent recommendations aroundtwo major broad
caegories of applicaion: MT and CLIR. They have partialy different/complementary neels, and
can be onsidered to represent the requirements of other appli cation types.

In the preparation d the Survey, i) to fadlitate the identificaion d basic notions and the
comparison d surveyed resources, and ii) to focus on aspeds of relevance to multili ngual tasks, we
have dedded:

1. to prepare agrid for lexicon description to be used as a dhedlist to classfy the mntent and
structure of the surveyed resources on the basis of a number of agreed parameters of description
(seesedion 2, and

2. toidentify asmall number of maor categories of crosslingual lexicd phenomena that could be
used to focus the survey (seesedion 5. These cdegories are nat intended to be cwmplete, but
rather to provide the necessary bodstrap to the propasitive phase. Actualy, they represent
typicd hard cases, which are helpful to highlight the various drategies that different lexicons
and systems typicdly resort to when operating in multili ngual environments. It is one of the
expeded by-products of the global CLWG adivity to extend and refine this preliminary list, so
as to provide researchers and developers with an updited map of the problematic cases in the
redm of lexicd information formali zation, storage, and access together with proposals on hawv
to tadkle them.

Eadh summary of a particular bili ngual/multili ngual or semantic lexiconwould in principle include:
1. adescription d the surveyed resource (on the basis of the cmmmon grid);

2. possbly, for one or two examples from the aosslingual lexicd phenomena, an explanation o
how these examples are handled by this lexicon. In the cae of semantic lexicons (e.g. SIMPLE
or WordNet), the summarizer would separately describe the mapping onto language-
independent conceptua levels.

The principle guiding the dicitation and popasal of MILE basic nations in the next phase, based
also on the investigation d how lexicd information is treged in existing multili ngual dictionaries,
will be, acording to a previous EAGLES methoddogy, the so-cdled ‘edited union’ (term put
fooward by Geradd Gazdar in ealier EAGLES work) of what exists in maor
lexicons/hmodelg/dictionaries, at least as a starting point, enriched with thaose types of information
which are usually not handed, e.g. thase of coll ocational/ syntagmatic nature. The work of gathering
descriptions and charaderisations of multili ngual lexicd phenomena from a set of major existing
lexicons, systems, dictionaries, etc., will provide better groundto then dedde what is neeled, what
can be ayreal on,what can be integrated in aunitary MILE, what is ladking or neals formali sation,
and so on.

This method d work has proven useful in the processof reading consensual de facto standards
in a bottom-up approach and is at the basis also of ISLE work. There is every interest in bulding on
existing resources, rather than starting from scratch, thus eff orts must continue in this diredion.

12
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Natural language meaning has always been thought of as one of the hardest problems for
standardisation. However, the increasing use of conceptua classficaion in the development of
language techndogies is rapidly changing this perception. At the same time, the growing need for
deding with semantics and contents in HLT applicaions is pushing towards more powerful and
robust semantic comporents. Within the last decale, the avail ability of robust todls for language
analysis has provided an oppatunity for using semantic information to improve the performance of
applicaions sich as Madine Trandation, Information Retrieval, Information Extradion and
Summarisation. As this trend consolidates, the need o a protocol which helps normaise and
structure the semantic information reeded for the aedion d reusable lexicd resources within the
applications of focus, and in a multili ngual context, becmes more pressng. Times are thus mature
to start tadkling the question d how to formulate guidelines for multili ngual lexicd (semantic)
standards.

Sense distinctions are espedally important for multili ngual lexicons, sinceit is at this level that
crosslanguage links neel to be  established. The same is true of
syntagmatic/coll ocaional/contextual information. To these aeas we will pay particular attentionin
the second plase, and we ae airrently examining the extension d the EAGLES guidelines in these
and aher areas to propose abroad format for multili ngual lexicd entries which shoud be of general
utility to the community.

In the previous EAGLES work on Lexicon Semantics the foll owing technd ogies were surveyed
to determine which types of semantic information were most relevant:

* Madine Trandation
* Information Extradion
* Information Retrieval
e Summarisation
» Natural Language Generation
* Word Clustering
» Multiword Reagnition + Extradion
» Word Sense Disambiguation
* Proper NounReagnition
* Parsing
» Coreference
The results of the previous EAGLES survey are here summarized. Eadch dfferent type of
semantic informationis followed by the goplication typein which it figures®:
» BASE CONCEPTS, HYPONYMY, SYNONYMY: al applicaions and enabling techndogies
« SEMANTIC FRAMES: MT, IR, IE, & Gen, Pars, MWR, WSD, Coref

% The various abbreviations gand for: MT: Machine Trandlation, IR: Information Retrieval, |E: Information
Extradion, Gen: Generation, Pars: Parsing, MWR: Multiword Reaognition, WSD: Word Sense Disambiguation, Coref:
Coreference, Word Clust: Word Clustering, PNR: Proper Nouns Regogniti on, SUM: Summarisation.
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COOCCURRENCE RELATIONS: MT, Gen, Word Clust, WSD, Par
« MERONYMY: MT, IR, IE & Gen, PNR

« ANTONYMY: Gen, Word Clust, WSD

« SUBJECT DOMAIN: MT, SUM, Gen, MWR, WSD

* ACTIONALITY: MT, IE, Gen, Par

* QUANTIFICATION: MT, Gen, Coref

It isimportant to ndicethat all of these semantic information types (except for quantificaion) are
covered by the SIMPLE modedl. For this reason, as also stated in the Technicd Annex, the structure
and the daraderistics of SIMPLE (as a lexicd resource designed on the basis of the EAGLES
recommendations) has a aucia placein the survey. One very interesting posshility seems to be to
complement WordNet-style lexicons with the SIMPLE design, thereby trying to get at a more
comprehensive and coherent architedure for the development of more comprehensive semantic
lexicd resources.

MILE will aso include previous EAGLES recommendations for other layers. We will evaluate the
usefulnessof these other layers in the multili ngual perspedive, e.g. for the MT and CLIR tasks. We
will therefore have to analyse whether existing EAGLES recommendations, or existing lexicon
models, with resped to the ayreed basic nations, comply with the requirements of a multili ngual
perspedive. Differently from previous levels of description, for the multilingual level it will
however most probably appea that existing models (or even the union d them) do nd cover al the
notions/data which are needed for multili ngual tasks. In this resped, we will have dso to discover
areas of deficiency, and hghlight areas in neal of further analysis. The same is true of applicaions:
for most/some of the dready existing lexicd information, current systems are not yet able to use it.
Here too areas where systems could be eaily improved could be spotted and put forward.
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2 Lexical information in bilingual resources

The preliminary phase of our work has been dedicaed to drawing up a list containing the

information wsualy present in various linguistic resources. A first list, proposed by Sue Atkins,

esentially concerned the information resent in traditional dictionaries, and it has been integrated
with more detailed morphosyntadic, syntadic and semantic information, which might be available
in existing computational lexicons and madhine-readable dictionaries.

The following template has been wsed as a genera grid to evaluate the content and structure of

the surveyed lexicd resources, verifying

if the information is available and extradable and
focusing on hav the various types of information can be relevant to solve problems usually tadled
when processng language in a bilingua or multili ngual environment. The grid is obviously not

intended to be mmplete, sinceit is expeded that new items might be introduced.

Explanation of SL
abbreviations used | source
inthetable below: | languag

TL dec enc
target deocoder encoder
languag

Table 1: Lexical Information in Bilingual Resources

whose entry holds relevant
information, or some other part

of the dictionary where this may be

found

Entry component Information content Mode Function
1| Headword lexical form(s) of the headword: how SL Helps both SL and
the headword is spelt TL users find the
information they are
looking for
2 | Phonetic transcription how the headword (or variant form IPA Helps user
etc.) is pronounced (in International pronounce the word
Phonetic Alphabet) correctly
3| Variant form alternative spelling of headword or SL helps both types of
slight variation in the form of this user find the
word information they are
looking for
4| Inflected form other grammatical forms of the SL helps dec user find
lemma (headword) the information they
are looking for
helps enc user use
the word correctly
5| Cross-reference indication of another headword code helps both types of

user find the
information they are
looking for, or other
useful information

6 Morphosyntactic information
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a | Part-of-speech
marker

part of speech of the headword (or
the secondary headword)

code

helps both types of
user find the
information they
are looking for, by
focussing the
search

b | Inflectional class

Inflectional paradigm of the entry

code

helps SL user use
TL item correctly
helps TL user
disambiguate TL
word

helps TL user use
SL item correctly
helps SL user
disambiguate SL
word

c Derivation

Cross-part-of-speech-information,
morphologically derived forms

SL

helps SL user
identify the sense
of the headword or
other SL item
helps TL user
identify the sense
of a TL equivalent

d | Gender

Information about the gender of
the entry in SL and TL

code

helps SL user
identify the sense
of the headword or
other SL item
helps TL user
identify the sense
of a TL equivalent

e Number

Information about the grammatical
number of the entry in SL and TL

code

helps SL user
identify the sense
of the headword or
other SL item
helps TL user
identify the sense
of a TL equivalent

f Mass vs. Count

Information whether a noun is
mass or count, in SL and TL

code

helps SL user
identify the sense
of the headword or
other SL item
helps TL user
identify the sense
of a TL equivalent

g | Gradation

For adverbs and adjectives

code

helps SL user use
TL item correctly
helps TL user
disambiguate TL
word

7 | Subdivision counter

indicates the start of new section
or subsection (‘sense’)

number /
letter

‘signpost’ helping
user to find their
way about the
entry more
efficiently
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Entry subdivision separate section or subsection in Dictionary | breaks up entry,
entry (often called dictionary text making it easier to
sense) read and find what

is being sought

Sense indicator synonym or paraphrase of SL helps SL user
headword in this sense, or other identify the sense
brief sense clue indicating specific of the headword or
sense of SL or TL item other SL item

helps TL user
identify the sense
of a TL equivalent
10 | Linguistic label the style, register, regional variety, code helps SL user
etc. of the SL or TL item identify the sense
of the headword
helps both users
translate
helps TL user
understand
11 | Syntactic information
a | Subcategorization (i.) Number and types of code helps SL user
frame complements identify the sense
of the headword or
(ii.) syntactic introducer of a other SL item
complement (e.g. preposition, helps TL user
case, etc.) identify the sense
(iii.) type of syntactic of a TL equivalent
representation (e.g. constituents,
functional, etc.)
etc.
b | Obligatority of Information whether a certain code helps SL user
complements complement is obligatory or not identify the sense
of the headword or
other SL item
helps TL user
identify the sense
of a TL equivalent

c | Auxiliary Which type of auxiliary is selected code acts as a sense
by a given predicate (in certain indicator
languages auxiliary selection is helps SL user
related to issues like select appropriate
unaccusativity, which on turn lies TL equivalent
at the interface between lexicon
and syntax)

d | Light or support verb | Constructions with light verbs SLorTL helps SL user

construction identify the sense

of the headword or
other SL item
helps TL user
identify the sense
of a TL equivalent
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e | Periphrastic Constructions containing SLorTL helps SL user
constructions periphrasis, usage, semantic identify the sense
value, etc. of the headword or
other SL item
helps TL user
identify the sense
of a TL equivalent
f Phrasal verbs Particular representation of SLor TL _helpS_ SL user
phrasal constructions identify the sense
of the headword or
other SL item
helps TL user
identify the sense
of a TL equivalent
g | Collocator (i.) typical subject /object of verb, | SLor TL acts as a sense
noun modified by adjective etc. indicator
helps SL user
(ii.) type of collocation relation select
represented appropriateTL
etc. equivalent
helps TL user
translate or
understand the SL
item
h | Alternations Syntactic alternations an entry Code acts as a sense
can enter into indicator
12 | Semantic information
a | Semantic type Reference to an ontology of types Code helps SL user
which are used to classify word identify the sense
senses of the headword or
other SL item
helps TL user
identify the sense
of a TL equivalent
b | Argument structure Argument frames, plus semantic Code helps SL user
information identifying the type of identify the sense
the arguments, selectional of the headword or
constraints, etc. other SL item
helps TL user
identify the sense
of a TL equivalent
c | Semantic relations Different types of relations (e.g. Code acts as SL sense

synonymy, antonymy, meronymy,
hyperonymy, Qualia Roles, etc.)
between word senses, etc.

indicator for SL
user

acts as TL sense
indicator for TL
user
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d | Regular polysemy Representation of regular Code helps SL user
polysemous alternations identify the sense
of the headword or
other SL item
helps TL user
identify the sense
of a TL equivalent
e | Domain Information concerning the Code helps SL user
terminological domain to which a identify the sense
given sense belongs of the headword or
other SL item
helps TL user
identify the sense
of a TL equivalent
f | Decomposition Representation of relevant Code acts as SL sense
meaning component, e.g. indicator for SL
causativity, agentivity, motion, etc. user
acts as TL sense
indicator for TL
user
13 | Translation TL equivalent of SL item TL helps TL user
understand
helps both users
translate
14 | Gloss TL explanation of meaning of an TL helps TL user
SL item which has no direct understand
equivalent in the TL helps both users
translate
15 | Near-equivalent TL item corresponding to an SL TL helps TL user
item which has no direct understand
equivalent in the TL helps both users
translate
16 | Example phrase a phrase or sentence illustrating SL acts as SL sense
(straightforward) the non-idiomatic use of the indicator for SL
headword, in a context where the user
TL equivalent is virtually a word- acts as TL sense
to-word translation indicator for TL
user
helps TL & SL
users to use the
foreign-language
item correctly
17 | Example phrase a phrase or sentence illustrating a SL helps SL user

(problematic)

non-idiomatic use of headword in
a context where a specific TL
equivalent is required (i.e. an SL
example which is easily
understandable for the TL
speaker, but presents translation
problems for the SL speaker)

avoid a translating
error acts as a
sense indicator for
SL user

helps TL user
subsequently to
use the SL item
correctly
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18 | Multiword unit (idiomatic) multiword expression SL helps both users
(MWE) containing the headword translate
(the term MWE covers idioms,
fixed & semi-fixed collocations,
compounds etc.)

19 | Subheadword also lemma morphologically related to SL saves space helps

secondary headword the headword, figuring as head of both types of user
a sub-entry (subheadwords can find the information
be compounds, phrasal verbs, they are looking for
etc.)

20 | Usage note how the headword is used:; SLorTL helps both types of
‘macro’ information which cannot user to avoid
appear at every appropriate entry; misunderstandings
warning of cultural differences about the foreign
between the two languages; etc. language item,

based on own-
language
knowledge

21 | Frequency Information about the frequency code helps both users

of the entry

translate

20




ISLE IST-19991064 7WP2-WP3

3 Survey of relevant representative lexicons

In order to better analyze lexicons, we organized the present survey in three different types of
resources:

» Madine Reaable Dictionaries (MRDs), where the rich mondingual and Ahlingua
informationistypicd of the lexicographic tradition.

 Computational Lexicons, large lexicd resources for general use where detailed
morphasyntadic, syntadic and semantic informationis explicit and variously represented.

» Lexicd resourcesfor Madiine Trandlation systems.

3.1 MRDs

3.1.1 Collins, Collins Gem, Hachette-Oxford, Oxford dictionaries and the
dictionaries browser DicoPro

3.1.1.1 Survey of the Dictionaries

e Cadllins

Colli ns Italian/English - English/Italian Dictionary

L anguages: English - Italian, Italian - English

Published: 5/11/95

Official Description: Over 160,000references and 230,00Qranslations

Queriable: viathe public DicoPro Browser
(http://dicopro.unge.ch/DicoProPublic/, seesedion 3.1.1.2
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CollinsGem

Coallins Gem - French Dictionary [Fourth edition]
L anguages. French - English
Published: 3/1/97

Official Description: Over 40,000 references and 70,000trangdlations; extensive
coverage of current French and English; clea, attradive typography for quick and
easy access spedal entries on French life and culture

Queriable: viathe internal DicoPro Browser

Collins Gem - German Dictionary [Fourth edition]
L anguages: German - English

Category: Schod and college

Published: 3/1/97

Official Description: Over 40,000 references and 70,000tranglations; extensive
coverage of current German and English; clea, attradive typography for quick and
easy access speda entries on German life and culture; contains detail s of German
spelling reform

Queriable: viatheinternal DicoPro Browser

Hachette-Oxford

Hachette-Oxford/Oxford-Hachette French Dictionary
L anguages: English - French
Published: April 1997

Official Description: Thousands of example sentences, taken from red speed and
written sources; guide the user; over 350,000words and phrases, and ower 530,000
tranglations provide the most comprehensive and upto-date mverage of the general,
scientific, literary, and technicd vocabulary of contemporary French and English;
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historicd, idiomatic, colloqual, and regional French are dso generously covered,
etc.

Queriable: viathe internal DicoPro Browser (seebelow)

e Oxford

Oxford Spanish-English Dictionary [Second edition]
L anguages: Spanish - English
Published: 19-02-1998

Official description: For this sond edition, the Oxford Spanish Dictionary has
been extensively revised and updited; new feaures include cmprehensive language
notes within the text, in addition to new boxed nades giving information onsubjed
areas sich as games and sports, colours, the human body andtime.

Queriable: viatheinternal DicoPro Browser (seebelow)

3.1.1.2 Browser: DicoPro (http://dicopro.unige.ch/DicoProPublic/)

The browser DicoPro has been developed in the projed DicoPro (On-line Dictionary Consultation
for Languag Professonds on intranet), a projed funded within the Multili ngual Information
Society Programme (MLIS). The projed was funded by the European Union and the Swiss Federal
Office of Science and Educaion. (For afull li st of partners, detailed projed reports and an ontline
demo cf. http://www.issco.urnige.ch.) The am of the projed was to develop a uniform, platform-
independent interface for accessng multiple dictionaries and aher lexicd resources via the
Internet/intranets. The projed brought together technica experts for program development, major
dictionary pubishers providing data and insight into usage of the data and language professonals
for testing and validation d thetodl.

The badkgroundto this projed was a dictionary server (DICO) with similar functionaliti es, but
running onalocd areanetwork. The DICO system, developed in 1990,was based ona dient-server
architedure and dfered two interfaces xdico and tdico, to acammmodate Unix workstations runnng
X-Windows and PCs via a simple terminal mode. The program has been operational on the
University of Geneva network. It provides accessto ten mono- and hlingual dictionariesandis dill
regularly consulted by hundeds of users. The MLIS DicoPro projed can thus be seen as a natural
next generation d dictionary servers, taking full advantage of the Internet and the growing potential
of e-commerce

The DicoPro consortium developed what is anticipated will be a ommercialy viable toad based
on existing open standards. The data formats used in the system rely on SGML, HTML and XML
techndogies. The dient and server tods have been developed to run ona wide range of platforms.
In particular, all development was dore using the portable programming language Java. In this
sedion, we describe the mre componrents of the system in somewhat more detail .
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» Thedictionary data

A number of bilingual and mondingual dictionaries were supgied by the DicoPro consortium
partners for use in the projed. Typicdly, source data obtained from projed partners was marked up
in SGML-like fashion.

* Conwerting thedata: XMLTrans

To transform dictionary SGML-like entries for display in HTML, a transformation todl,
XMLTrans, was developed for DicoPro. For eat dctionary, a set of XMLTrans transformation
rules was written and then iteratively improved them until the resultant HTML was stisfadory.

XMLTrans was aso used to extrad relevant fields from entries for indexing. For instance, the
translation comporent of a bilingual entry can be extraded and indexed to all ow the user to seach
the dictionary using only the trandation fields of entries.

e The DicoPro server

Once prepared, ckta is stored on the DicoPro server, which is a robust cross platform Java
program. It was developed using a threaded design, allowing it to handle many concurrent users
accesgng diverse data. The server can be run as either a standalone gplicaion, a asa Servlet from
within a web server such as Apadhe. This soond model permits filtering of clients by IP address
andthe use of SS_ encryption.

* The DicoPro client

The dient is aso a aoss platform Java gplicaion which can be run on Windows, Unix or
Madntosh systems. An applet version d the dient runs from within aweb browser.

The dient conreds to the Dictionary Information Server (DIS) which provides it with a list of
avail able dictionaries (fig.1). Once opened, eat dctionary has its own spacewith its own menus
and opions for seaching and dsplaying results. Multiple dictionaries can be opened and consulted
a the same time (fig. 2). A number of indexes such as prefix, suffix, regular expresson, and
infleded form are available.
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£ DicoPro ¥2.0 - MLIS Project - Netscape

SB ISSCO (c) University of G
N C IMIVErs] (1} eneva
DW . O 7 OO Doanirdque Petgplztm - Gilbert RUBgT - Derak Waller
| A /4' =

] Remote DIS at: http:/dicopro.unige chipubliciDIS

=] % Test DicoPro DIS Service
Lo Italian-English (Letter &, HarperColling ISSCO
o English-ltalian (Letter &, Colling)
o [l Lanaue fangaise (Lete &, Hashatis Dictionary Information Service
=

Wiebster 1913
http://dicopro.unige.ch/public/DIS

This demonstration DIS server 15 located at I3SCO, Unwerstty of Geneva, Switzerland

Before getting started, it iz probably a good idea to look at the DicoPro user manual

Dictionaries currently available on this server
Please read the copyright information

* HarperColling English-Ttalian Dictionary (Letter 'A%

This dictionary is provided fram HarperColling for demanstraiion purposes.
* HarperCollins Italan-Enghsh Dictionary (Letter 'A%

This dictionary is provided jfrom HarperCallins for demaonstration purposes.
* Hachette Dictionnaite de lalangue francaize (Lettre 'A%

Flease noter The layout of the entries has not been endorsed by Hachetie

Fig. 1: DicoPro Browser
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2 DicoPro Y2.0 - MLIS Project - Netscape

File Edit “iew ED Communicator  Help

- e A 3 & O @
; Back Eomwerd Reload Home Search  Metscape Print Security Shop Stop

- J " Bookmarks ‘& Location: Ihllp Mdicopro.unige. ch/DicoProPublic! j

- ﬁlnslanlMassage Intemet MNouveautes Avoir Membres M arche

¢ 4 Ll |

Dico. i_‘)ro 2000 ISSCO (c) University of Geneva

Droaninique Petitpiere - Gilbert ROBERT - Derek Walkier

| e

Langue Francaise (Lettre A, Hachette)

attachant, ante
E_ggﬂt;sults of Multiple Search H =] E3 ata.[a .at

adj.
1. Vieilli Qui interesse, qui fize l'attention. Uxe lecture atiachanie.

@ Halian-English (Letter &, HarperCalling)

) 2. Qi inspire un intérét mélé de bienveillance. Bxfant Sun caractére tréc atiachant.

attaché
] = Ppr. de attacker.

@ i Langue frangaise (Lettre 4, Hachette)

attachant
attache
attaché
attaché-case
attachement

attacher

Quitter
s — e — R e L v
il start | BB DicoPro 20 - MUS Proie. | | lava Console [ & Resutes of Multipt._ e @D a33aM

Fig. 2: Accessng multiplelexical resources

The dient software enables smultaneous accessto multiple lexicd resources from a diversity of
well-respeded pubishers. It provides a uniform interface #owing parale queries in multiple
dictionaries, regardlessof the atual physicd locaion d the resource Ead user (or user group) can
seled the set of dictionariesto be ansulted (fig. 2).

3.1.1.3 Synoptic tables of information types in the dictionaries

In the following we give an owerview of the content of the dictionaries investigated in this survey
on the basis of the table “Lexicd Informationin Bilingual Resources’ (see tapter 2). Our aim isto
verify if this information is available and if it can be eaily extraded. The ideais thus to see
whether the encoding of the XML tags corresponds to the organisation d atypicd dictionary entry
and to gather differences in the organisation. It is important to mention that we did nd have ay
user manual or any other explanatory documents describing the XML tags, which implies that we
had to figure out on the basis of examples what a particular XML tag was suppased to encode
exadly.
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This dion presents the result of this work for the 4 dfferent types of dictionaries presented in
sedion 3.1.1.1j.e. Collins, Calli ns Gem, Oxford-Hachette and Oxford. As mentioned the work was
caried ou on the basis of the source format of the dictionaries, bu for the examples of this report,
the tags were anonymised. Instead we have integrated an entry for ead dctionary as it appeas
through the DicoPro Browser (see sedion 3.1.1.2. Eadc table ocontains the following type of
information:

* entry comporent (according to the propcsed table)

» correspondng XML tag(s) in the sourceformat of the dictionary in question.
Possble values:
nore: thereisno XML tag correspondng to the entry comporent.
one: there is exadly one XML tag correspondng to the entry comporent.
ore (+info number-of-entry-comporent): thereis one XML tag correspondng to the entry
comporent. Moreover, the field contains information concerning another entry component
indicaed in number-of-entry-comporent. More detail s are given in the wlumn “ comnents ”.
sevaal: there ae several XML tags correspondng to the entry componrent, i.e. the dictionary
entry as it is organised makes amore caeful distinction d the information gathered in the entry
comporent in guestion.
sevaal (+info number-of-entry-comporent): there ae several XML tags correspondng to the
entry comporent. Moreover, the mrrespondng XML tags contain information concerning
another entry comporent. More detail s are given in the wlumn “ comnments”.
comnon tag (humber -of-entry-comporent): thereis no XML tag correspondng exadly to the
entry comporent in question, bu the informationis gathered under the entry comporent which is
spedfied in number-of-entry-comporent. Therefore this other entry componrent is described as
either one (+info number-of-entry-comporent) or seveal (+info number-of-entry-componrent).
More detail s are given in the wlumn * comments ”.
(8L): additional speaficationwhich indicaes whether it concerns the sourcelanguage (SL)
wherethisis necessary.
(TL): additional spedficaionwhich indicates whether it concerns the target language (TL)
wherethisis necessary.

e comments: any comments concerning the relation ketween the XML tag(s) and the entry
comporent or the type of informationin question.
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Table 2: Callins: Table mmparing entry componentsand XML tags

Entry Present |Corresponding XML Comments
component tags

1 |Headword v several different tags distinguish acronyms,
compounds, etc.

2 | Phonetic v one

transcription

3 | Variant form v one e.g. "coloured" (headword) - "colored" (variant
form)

4 |Inflected form v one (SL)

&
one (TL)
5 |Cross- v one to (another) headword
reference
6 | Morphosyntactic information
a | Pos marker v one (+info 6de & 11a) can include information concerning the
number and gender (entry component 6de),
e.g. "noun sg", "noun pl" and the
subcatgorization (entry component 11a), e.g.
"transitive verb"
b | Inflectional
class
¢ | Derivation
d | Gender v common tag (6a) The information concerning the SL is
& classified in the Pos marker (entry component
one (TL) 6a).
e | Number v common tag (6a) The information concerning the SL is
& classified in the Pos marker (entry component
one (TL) 6a).
f | Mass vs.
count
g | Gradation v one
7 | Subdivision v one mode: number
counter
8 |Entry v one mode: letter
subdivision

9 | Sense indicator v several domain (e.g. "Music", "Biology") and semantic
information (e.g. "person”, "degree", etc.)

10 [ Linguistic label v several (+info 12e, 20) different tags for region (e.g. "Am", "Brit"),
register (e.g. "familiar", "literaryhistoric co"),
historic context (e.g. "OIld"), usage (e.g. "fig"),
etc. Might contain information about usage
(entry component 20)

11 [ Syntactic information

a | Subcatego- v
rization frame

common tag (6a & 16)

there seems not to be a tag which encodes
the structure as such. The information is
contained sometimes in the Pos marker (entry
component 6a), or must be extracted from the
Example phrase (entry component 16 & 17).

b [ Obligatority of
complements

¢ | auxiliary

d | Light or v
support verb

common tag (16)

This information must be extracted from
Example phrase (entry component 16). It is
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construction not made explicit. It might occur as a
headword (entry component 1).
e | Periphrastic v common tag (16) This information must be extracted from
construction Example phrase (entry component 16). It is

not made explicit. It might occur as a
headword (entry component 1).

f | Phrasal verbs v

common tag (16)

This information must be extracted from
Example phrase (entry component 16). It is
not made explicit. It might occur as a
headword (entry component 1).

g | Collocator v

common tag (16)

This information must be extracted from
Example phrase (entry component 16). It is
not made explicit. It might occur as a
headword (entry component 1).

h [ Alternation

12 | Semantic information
a | Semantic type
b | Argument

structure
c | Semantic v’ | common tag (5)
relation
d | Regular
polysemy
e | Domain common tag (10)
f | Decomposition

13 | Translation several (+info 14 & 15) several tags are used for the translation to
distinguish an acronym, its expansion,
collocations, etc. There seems not to be a
direct relationship between the tags and the
distinction proposed here (translation, gloss,
Near-equivalent).

14 | Gloss v’ |common tag (13) there seems not to be a direct relationship
between the tags and the distinction proposed
here (translation, gloss, Near-equivalent).

15 | Near-equivalent v’ |common tag (13) there seems not to be a direct relationship
between the tags and the distinction proposed
here. There is however a tag which seem to
correspond to what could be called an
"approximate translation".

16 | Example phrase v’ | one (+info 11adefg, 12, the entry components 16-18 seem to be

(straightforward) 17 & 18) basically all correspond to one tag.

17 | Example phrase v’ | common tag (16) is classified together with the general
(problematic) Example phrase (entry component 16)

18 | multiword unit v’ |common tag (16) is classified together with the general
Example phrase (entry component 16). It
might occur as a headword (entry component
1).

19 | Subheadword might appear under the general Example
(secondary phrase (entry component 16), evt. the
headword) headword (entry component 1) itself, given

that there are several tags for this entry
component. Depends what is exactly meant
by subheadword.

20 | Usage note v’ | common tag (10) has been classified under linguistic label
(entry component 10).

21 | Frequency
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gl

1

ISSCO (c) University of Geneva

Deminique Petitpierrs — Gilbett ROFERT - Derek Whlker

sh-Italian (Letter A, Collins)

Englizh-Halian {Letter A, Collins)

able
able-bodisd
able-bedied seaman r ' EIbL?
adf

(persom) capace, brave (— a ); (plece of work) abile,
intelligente;

to be able to do sthpoter fare gc, {(+)essere in grado
di fare gc;

he’s not able to walk non pud or non & in grado di or
non & in condizione di camminare ;

those who are able to pay coloro che sono in

I Ilmpmuﬂ'on abls Ok I condizione or che possone permettersi di pagare .

@ HarperColling, 1999,

= -

Fig. 3: example of the entry “able” (DicoPro Browser)
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3.1.1.3.2 Gem

Table 3: Gem: Table Comparing entry componentsand XML tags

Entry Present |[Corresponding Comments
component XML tags
1 | Headword v several (+info In the Collins Gem, basically every example phrase,
11d-g, 16-19) idiom, subheadword, etc. is treated as separate entry
(e.g. "a" (at), "a trois heures" (at three o'clock), "a
bicyclette" (by bicycle) are three separate entries).
Therefore the headword contains information which
actually correspond to the entry component 16-19. But
there is a tag that distinguishes the main headword
from the related entries. E.g. for the entry "avant, a
l'avant” (in front), "avant” is tagged by means of the
main headword tag, and "a l'avant" is tagged by means
of the secondary headword tag.
2 | Phonetic
transcription
3 | Variant form v one (+info 4) e.g. "clé"(key) (headword) - "clef" (variant form).
The same tag is also used to encode information about
the inflected form (entry component 4).
4 | Inflected form v common tag (3) |is classified together with the variant form (entry
component 3).
5 | Cross- v several (+info two tags depending whether (i) the headword (entry
reference 12e) component 1) corresponds to the abbreviation of the full

word encoded here or whether (ii) it is a cross-reference
to a synonym, hyperonym, etc.

6 | Morphosyntactic information

a|Pos v one (+info 6de & |can include information concerning the gender or the
marker 11a) number (entry component 6de), e.g. "noun sg", "noun
pl" and the subcategorization frame (entry component
11a), e.g. "transitive verb".
b | Inflectional
class
¢ | Derivation
d| Gender v common tag (6a) |the information concerning the SL is classified together
(SL) with the Pos marker (entry component 6a).
&
one (+info 6e)
()
e | Number v common tag (6a) |the information concerning the SL is classified together
(SL) with the Pos marker (entry component 6a).
&
common tag (6f)
T
f| Mass vs.
count
g | Gradation
7 | Subdivision v one
counter
8 |Entry v one
subdivision
9 | Sense v one (+ info 10) specifies information
indicator such as “ animal ”, “ house ", “ direction ", but also “ fig "

etc. (see entry component 10)
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10 | Linguistic v common tag (9) |e.g."“fig”, etc.
label
11 | Syntactic information

a | Subcategorization
frame

common tag (1
& 6a)

there seem not to be a tag which encodes the
subcategorization as such. The information is contained
sometimes in the Pos marker (entry component 6a),
sometimes directly in the headword (entry component
1).

b | Obligatority of the
complements

¢ | Auxiliary

d | Light or support
verb

common tag (1)

usually a separate entry (i.e. tag as headword
(entry component 1)

e | Periphrastic
constructions

<

common tag (1)

usually a separate entry (i.e. tag as headword
(entry component 1)

—

Phrasal verbs

common tag (1)

usually a separate entry (i.e. tag as headword
(entry component 1)

g | Collocator

(\

common tag (1)

usually a separate entry (i.e. tagged as headword (entry
component 1)

h | Alternations

12

Semantic information

a | Semantic type v’ | common tag (9) | information such as personne, animal, etc.
b | Argument structure | v | common tag (9) | information such as suj:personne
¢ | Semantic relations | v | common tag (5)
d | Regular polysemy
e | Domain v’ | common tag (9)
f | Decomposition
13| Translation v~ |one (+info 14- | one tag is used for the translation, gloss and Near-
15) equivalent, i.e. for the entry components 13-16.
14| Gloss v’ | common tag one tag is used for the translation, gloss and Near-
(13) equivalent, i.e. for the entry components 13-16.
15 | Near-equivalent v’ | common tag one tag is used for the translation, gloss and Near-
(13) equivalent, i.e. for the entry components 13-16.
16 | Example phrase v’ | common tag (1) | usually a separate entry (i.e. tagged as headword (entry
(straightforward) component 1)
17 | Example phrase v’ | common tag (1) | usually a separate entry (i.e. tagged as headword (entry
(problematic) component 1)
18 | Multiword unit v’ | common tag (1) | usually a separate entry (i.e. tagged as headword (entry
component 1)
19 | Subheadword v’ | common tag (1) | usually a separate entry (i.e. tagged as headword (entry
(secondary component 1)
headword)
20 | Usage note v’ | common same tag as for linguistic label (entry component 10)
tag(10)
21 | Frequency
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ISSCO (c) University of Geneva

Dominique Fetitpierre = Gilbert ROEERT — Derek Tl ker

Collins GEM Francais—Anglais

Colling GEM Francaiz-Anglais

amour
AMoUr
arour
5" amouracher de (zé7) to become infatuated

AMour
with

armaur

arnourstte
arnoureux @ HarperCollins,
AMOUNS LUx

amour-propne

I Ilmpremion amaur Ok I

Fig. 4: Example of the entry “amour” (DicoPro Browser)
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3.1.1.3.3 Oxford Hadhette

Table 4: Oxford-Hachette: Table comparing entry componentsand XML tags

Entry component |Present |[Corresponding Comments
XML tags
1| Headword v several (+info 18) | depending on whether the headword is a
"compound entry" , a "standard entry", or a "no-
root entry", there are different basic entry tags.
Furthermore the tag referring to the headword is
different, depending on the type of entry. If itis a
standard entry, the headword is described by one
tag. If the entry is a "compound word", there are
two other tags for describing it: one tag for the
compound (e.g. "accession number") and one tag
for the base word (e.g. " accession ").
2 | Phonetic v one + hierarchical tag which contains phonetics and
transcription related label.
3 | Variant form v one
4 | Inflected form v one
5| Cross-reference v several different tags corresponding to 'global’ cross-
references (which relate to the entire entry), to a
sense number in a cross reference, to a verb table
reference or to a target word cross reference.
6 | Syntactic information
a | Pos marker v one (+info 6de & |includes information about the structure (entry
11a) component 11a), e.g. "transitive verb" or the
number and gender (entry component 6de).
b | Inflectional
class
c | Derivation
d | Gender v common tag (6a)
(SL)
&
one (+info 6e)
(T
e | Number v common tag (6a)
&
common tag
(6d) (TL)
f| Mass vs count
g | Gradation
7 | Subdivision v several
counter
8 | Entry subdivision v one
9 | Sense indicator v several (+info 10 | different tags: global usage ("instruments",
& 1le) "professions”, etc.), domain label tagged as
linguistic label (entry component 10).
10| Linguistic label v common tag (9 + | one tag to describe domain(e.g. "archeology"),
20) register, nationality, etc.
11| Syntactic information
a | Subcategorization v’ |several (+info there are different tags to give information about
frame 11d,g & 16) the structure, for example for preposition groups,

phrasal verb patterns, fixed and semi-fixed
patterns, also separate tags for idioms. Not always
quite clear to distinguish from example (entry
component 16).
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complements

b | Obligatority of

c | Auxiliary
d | Light or support v’ | one (+info 16)
verb constructions
e | Periphrastic v’ | one (+info 16)
constructions
f | Phrasal verbs v’ | one (+info 16)
g | Collocator v’ | one (+info 16)
h | Alternations none
12 [ Semantic information
a | Semantic type
b | Argument
structure
c | Semantic
relations
d | Regular
polysemy
e | Domain v common tag (9)
f | Decomposition
13| Translation v common tag (1) |[see headword (entry component 1)
14 | Gloss v one
15 | Near-equivalent
16 | Example phrase v common tag sometimes difficult to distinguish from
(straightforward) (11a) subcategorization frame (entry component 11a).
17 | Example phrase v common tag (16) |is classified together with the general Example
(problematic) phrase (entry component 16).
18 [ Multiword unit v common tag (1) |[see headword (entry component 1)
19 | Subheadword v one see headword (entry component 1)
(secondary
headword)
20 | Usage note v common tag (10) |is classified under linguistic label (entry component
10).
21| Frequency
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Example of an entry

<tagl><tagz2>able</tag2> <tag2>< tag4>"elbl</tag4></tag3>
<tag5><tag6>ad</tag6></tag5> <tag7><tag8>to be able to</tag8 meaning
<tag8 can</tag8> isusualy trandated by the veb <tag8>powoir</tag8>: <tag8>|
was not able to go</tag8> = jene powais pasy aller; <tag81 wasnaot able to help
him</tag8 = jene powais pas|'aider. The main excgption to this occurs when
<tag8>to be ableto</tag8> impliesthe acquiring d a skill, when <tag8>savoir</tag8>
isused: <tag8>he'snineand Fe's gill not ableto read</tag8> = il a neuf ans et il ne sait
toujours pas lire.<tag® For more examples and dher uses, seethe entry
below.</tag3>< /tag7> <tagl(C>(<tagll>having ablity to</tagll>) <tagl2-to be
&hw. to dabe</tagl2> powoir faire/&ectre; <tagl3>he was/wasn't &hw. to read
it</tagl3> il powait/ne powait paslelire; <tagl3>she was &hw. to play the piano &
the age of four</tag13> elle savait jouer du gano&ag. qudre ans; <tagl3>I'll be
(better) &hw. to gve you more information ater the meding</tagl13> je serai en mesure
de <tagl4>or</tagl4> jepourai vous donrer plus derenseignements apr&eg.sla
r&ea.unon</tagl0>; <tagl5>(<tagll>skill ed</tagll>) <tagl6>lawyer, teacher
etc</tagle> comp&eatent; (<tagll>gifted</ tagll>) <tagl6>child</tagl6>
doukea</tagl5 .</tagl>
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3.1.1.3.4 Oxford

Table 5: Oxford: comparing entry componentsand XML tags

frame

Entry Present |Corresponding Comments
component XML tags
1| Headword v several depending on whether the headword is an initial-letter
headwork (e.g. "A") or not. Sometimes there can be
several entries for the same headword - in those
cases there is an additional tag which enumerates
them.
2 | Phonetic v one
transcription
3 | Variant form v several there are many tags which describe the variant form:
the variant form itself, the feminine variant form, the
plural variant form, the part-of-speech of the variant
form, the regional label of the variant form, the
expansion if it is an abbreviation, etc. The variant form
is thus treated like a 'separate entry' in the principal
entry.
4 | Inflected form v several different tags depending on whether the inflected form
is feminine, plural, etc.
5| Cross- v several different tags corresponding to 'global’ cross-
reference references, reference to a proverb, to the expansion
of an abbreviation, etc.
6 | Morphosyntactic information
A | Pos marker v one (+info 6de & | can include information concerning the grammar
11a) marker (entry component 6de), e.g. "noun sg", "noun
pl* and the structure (entry component 11a), e.qg.
"transitive verb".
B | Inflectional
class
C | Derivation
D [ Gender v common tag (6a)
E [ Number v common tag (6a)
F | Mass vs
count
G | Gradation
7 | Subdivision v several (+info 8) |depending on the number of senses.
counter Furthermore there are "hierarchical" tags which define
the "part-of-speech section”, the "compound section”
and the "verb section”.
8 | Entry v common tag (7) |[difficult to distinguish between "subdivision counter”
subdivision and "entry subdivision"
See entry component 7.
9 | Sense indicator v several they exist both for the SL and the TL.
10 | Linguistic label v several serveral tags depending on the register, style, region,
etc.
They exist both for the SL and the TL.
11 | Syntactic information
A | subcategorization several there are different tags to give information about the

structure, a general one, plus specific ones
(pronominal verb, infinitive constructions, etc.)
They exist both for the SL and the TL (e.g.
complementation pattern of the translation).
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B | Obligatority of the
complement

¢ | Auxiliary

d | Light or support
verb construction

common tag (16)

different tags corresponding to the collocate of the
adjective, the adverb, the subject, the object or the
prepositional collocate of the verb.

e | Periphrastic
constructions

common tag (16)

—

Phrasal verbs

common tag (16)

g | Collocator

AN

several

different tags corresponding to the collocate of the
adjective, the adverb, the subject, the object or the
prepositional collocate of the verb.

Alternations

12

h
Semantic information

Semantic type

Semantic relations

Domain

common tag (9)

a
b
d | Regular polysemy
e
f

Decomposition

13| Translation several there are different tags corresponding to the:'standard'
translation, translation of an abbreviation, translation
of an example, feminine form of translation.

14 | Gloss v’ |one

15 | Near-equivalent v’ | several there are different tags corresponding to the cultural
equivalent, a definition (if not translation possible),
encyclopaedic information to the translation,
translation of an idiom, translation of a contextualized
example of a verb compound, translation of a proverb.

16 | Example phrase v’ | several (+ info there are different tags corresponding to the 'standard'

(straightforward)

17)

example, examples of a diminutive form, examples of
an idiom or of a proverb, contextualized examples of
an idiom or of a proverb, examples in a note, etc.

17

Example phrase
(problematic)

common tag (16)

See entry component 16.

18 | Multiword unit v’ | several there seems to be a specific label for verb
compounds.
19 | Subheadword See entry component 1.
(secondary
headword)
20 | Usage note v’ | several is classified under linguistic label (entry component

10).
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Example of an entry

<tagl><tag2>abarcar</tag2> <tag3>A2</tag3> <tag4>vi</tagd> <tag5>
<tag6>temas/materias</tag6> <tag7>to cover</tag7>; <tag8>d programa aarca desde la
Remnqusta hasta € siglo XIX</tag8> <tag9>the program takes in <tagl(O>o</tagl(C>
covers <taglO>o</taglO>> spans the period from the Remnquest to the 19th
century</tag9>; <tag8>sus tierras abarcan desde d r&iao hesta la siera</tag8>
<tag9>his land stretches <taglO>o</tagl0> extends from the river up to the
mounains</tag9>; <tag8>abarceba todo €l territorio que dora se @noce ®MO
Uruguay</tag8> <tag9>it extended over <tagl(>0</tagl(O> embracel <tagl(0>o</tagl(>
spanned  <taglO>o</tagl®> included al the territory now known as
Uruguay</tag9></tags4> <tagsll> (<tagl2>dar abasto cornk/tagl2>)
<tagl3>trabgjos/adividades</tagl3> <tag7>to cope with</tag7>; <tag8>se ha edado
encima mé&aas de lo que puede & swing.</tag8> <tag9>he's hitten off more than he can
chew</tag9>, <tag9>he's taken on more than he can cope with</tag9>; <tagl4>quien
mucho abarca poco aprieta<tagld> <tagl5>dorit try to take on too much
(<taglC>o</tagl0> youve/he's taken ontoo much <taglO>etc</tagl(>)</tagl5></tagll>
<tagl6> (<tagl2>con los brazos</tagl2>) <tag7/>to embrace<tag7>,
<tag7>encircle</tag7>; <tag8>no le &arco la mu&nt.eca on la mano</tag8> <tag9>I
can't get my hand around hs wrist</tag9></tags4> <tags4 let=d> (<taglz>con la
mirada</tagl2>) <tag7>to take in</tag7></tagl6></tagl>

Comments about the structure of the dictionaries : alot of information is encoded in printed
dictionaries, bu it is encoded very differently, even from one language pair to ancther. The ided
representation d a typicd bilingua dictionary entry is not always the one followed by the
dictionaries. Information is contained bu not made explicit by the XML tags. For example, Sense
indicator, Lingustic label and usage notes are mostly stored in the same field. Similarly,

Problematic and Straightforward example phrases are not distinguished.
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3.1.2 Multilingual information in the Van Dale lexicons

3.1.2.1 Description

The Van Dale bili ngual dictionaries are developed for native spe&ers of Dutch. This means that
the resources contain ony very limited information onthe Dutch words and much more information
on the foreign-language target words. We here give adescription d the Dutch-English and English-
Dutch dctionaries (Martin and Tops, 1986 but the other dictionaries have similar structures and
content.

The dictionaries are avallable on eledronic tapes from which the printed bools have been
derived. The information is gored in separate fields with field-names and values. Some values are
restricted to codes, others contain free text. The etry-structure is homograph-based bu
homographs are distinguished orly when the part-of-speedt dffers and/or the pronurciation. Sub-
homographs are used when senses differ in mgor grammaticd properties such as vaency,
courtability, predicate/attributive usage.

Two types of translations are given:

* maintransation: more general, always applicable

* semndary trandation: more spedfic, often limited to some contexts or constraint

A main trandation is always present. Secndary trandations are optional, and are often limited
either stylisticdly or semanticdly (e.g. verbal seledional restrictions). Still, the seandary
tranglations are often better translations than the main transations.
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Table 6: Number of entries, senses and trandationsin the Van Dale

Dutch-English & English-Dutch dictionaries

Dutch-English Engli sh-Dutch
Entries 90,925 89,428
Senses 127,024 156,838
Main Trandlations 145,511 152,318
Sewndary Trangdations 104,181 162,752

The morpho-syntadic informationis limited. In addition to POS, there ae wdes for courtability,
valency, plura/singular forms. A spedal system is used for the examples. In eat example, the
entry word is combined with atypicd example word that is marked. The POS of the combinationis
indicated in the example number. For ead sense of an entry, there will Ii kewise be examples in
which it is combined with a prepaosition, noun, erb, adjedives, etc., if such usage is typicd for the
word in that meaning. Figurative usage is also marked. Examples are tranlated and these example
tranglations can have various codes and labels.

In addition to the grammaticd and example information onthe words and the trandations, the
dictionary contains a large anourt of semantic information restricting the senses and the
trandations. In the cae of the Dutch-English dctionary, we find for example the following
additional information:

* [Sense-indicaors] (53368 tokens) to spedfy the Dutch senses or polysemous entries. These
contain hits and peces from original definitions (often a genus word);

» [Biologicd gender marker] for English trandations. This is necessry to dfferentiate
trandations when the source and target language have different words for mae or female
spedes. 286trandations are labell ed as male, 407trandations as female;

» [Usage labels for domain, style and register] Applies to bah Dutch senses and their English
tranglations;

» [Dided labels] for Dutch senses and their English trandations;
* [Context markers] (23723tokens, 16482types). These ae semantic constraints diff erentiating

the context of multiple trandations, and to limit the scope of trandations having a narrower
context than the Dutch source senseg;
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The usage |abels and the domain labels are mostly stored in the same field. Differentiation hesto
be done by some parsing. The usage labels form a limited closed set of abbreviations and codes, the
domain labels are freetext. For the main-tranglations, about 400 dff erent types of usage labels.

The trandations can be single words, words combined with labels, co-ordination d translations
and plrases. Phrasal trandlation may indicate alexicd gap in English o point to a multiword
expresson in the target language. Co-ordinations have been marked in the resource by "//" (for
aternative words) or "/" (surroundng alternative phrases). This information can be used to split

them in separate trandlation fields for asense, e.g.:

gin//genever battle

=> gin batle; genever battle

(administration d) the /last saaaments/extreme unior/

=> administration d the extreme union; administration d the last saacaments; the last

saaaments; the extreme union

(adult) literagy projed//campaign

= adult literacy projed; adult literacy campaign; literacy projed; literacy campaign

3.1.2.2 Synoptic tables of information types in the Van Dale lexicons.

Table 7: Lexical information in the Van Dale lexicon

indication of another headword

Entry component Information content Present

1| headword lexical form(s) of the headword: v’
how the headword is spelt

2 | Phonetic transcription how the headword (or variant
form etc.) is pronounced (in
International Phonetic Alphabet)

3| variant form alternative spelling of headword v’
or slight variation in the form of
this word

4| inflected form other grammatical forms of the
lemma (headword)

5| Cross-reference v’
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whose entry holds relevant
information, or some other part
of the dictionary where this may
be found

Morphosyntactic information

a| Part-of-speech part of speech of the headword
marker (or the secondary headword)

b | Inflectional class Inflectional paradigm of the entry

c | Derivation Cross-part-of-speech-information,
morphologically derived forms

d| Gender Information about the gender of
the entry in SL and TL

e | Number Information about the grammatical

number of the entry in SL and TL

Mass vs. Count

Information whether a noun is
mass or count, in SL and TL

g

Gradation

For adverbs and adjectives

Subdivision counter

indicates the start of new section
or subsection (‘sense’)

Entry subdivision

separate section or subsection in
entry (often called dictionary
sense)

Sense indicator

synonym or paraphrase of
headword in this sense, or other
brief sense clue indicating specific
sense of SL or TL item

10 | linguistic label the style, register, domain,
regional variety, etc. of the SL or
TL item
11 Syntactic Information
a| Subcategorization (i.) Number and types of
frame complements

(ii.) syntactic introducer of a
complement (e.g. preposition,
case, etc.)

(iii.) type of syntactic
representation (e.g. constituents,
functional, etc.)

etc.

b | Obligatority of Information whether a certain
complements complement is obligatory or not
c | Auxiliary Which type of auxiliary is

selected by a given predicate (in
certain languages auxiliary
selection is related to issues like
unaccusativity, which on turn lies
at the interface between lexicon
and syntax)
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d| Light or support verb
construction

Constructions with light verbs

e | Periphrastic
constructions

Constructions containing
periphrasis, usage, semantic
value, etc.

f | Phrasal verbs

Particular representation of
phrasal constructions

g| Collocator

(i.) typical subject /object of
verb, noun modified by adjective
etc.

(ii.) type of collocation relation
represented)

etc.

h | Alternations

Syntactic alternations an entry
can enter into

12

Semantic Information

a| Semantic type

Reference to an ontology of types
which are used to classify word
senses

b | Argument structure

Argument frames, plus semantic
information identifying the type of
the arguments, selectional
constraints, etc.

¢ | Semantic relations

Different types of relations
(e.0. synonymy, antonymy,
meronymy, hyperonymy, Qualia
Roles, etc.) between word
senses, etc.

d | Regular polysemy

Representation  of  regular
polysemous alternations

e | Domain

Information concerning the
terminological domain to which a
given sense belongs

f | Decomposition

Representation of relevant
meaning component, e.g.
causativity, agentivity, motion, etc.

13

Translation

TL equivalent of SL item

14

Gloss

TL explanation of meaning of an
SL item which has no direct
equivalent in the TL

15

Near-equivalent

TL item corresponding to an SL
item which has no direct
equivalent in the TL

16

Example phrase
(straightforward)

a phrase or sentence illustrating
the non-idiomatic use of the
headword, in a context where the
TL equivalent is virtually a word-
to-word translation

17

Example phrase
(problematic)

a phrase or sentence illustrating a
non-idiomatic use of headword in
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(problematic)

a context where a specific TL
equivalent is required (i.e. an SL
example which is easily
understandable for the TL
speaker, but presents translation
problems for the SL speaker)

18

multiword unit

(idiomatic) multiword expression
(MWE) containing the headword
(the term MWE covers idioms,
fixed & semi-fixed collocations,
compounds etc.)

19

subheadword also
secondary headword

lemma morphologically related to
the headword, figuring as head of
a sub-entry (subheadwords can
be compounds, phrasal verbs,
etc.)

20

usage note

how the headword is used;
‘macro’ information which cannot
appear at every appropriate entry;
warning of cultural differences
between the two languages; etc.

21

Frequency

Information about the frequency
of the entry
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Table 8: Linguistic Labelsin theVan Dale

What indicates about

the LU Typical label Typical labelling...
. . Obsolete Greensward
In the dimension of
Currency time, its use is
' v Old-fashioned Jolly good
It is used when the Architecture Transept
Domain subject of discussion
is... Music Arpeggio
It indicates the speaker Pejorative Skinny
Evaluation or writer’s attitude to
be... Appreciative Slender
. . The type of meaning it Lit(eral) Rich man
Figuration holds is
Fig(urative) Rich reward
American Sidewalk
Region It is mainly used in...
British Pavement
Its use indicates a Informal Shut up!
Register ..manner of
speech/writing Formal Be silent!
It is non standard Slang ( ri-sl,-gr?)ka
Status language belong to the P
subset... Dialect :
A bonny lassie
. : Poetic casement
Style It is normally used in
a...text Technical throughput
- It is used by people in Military Anti-personnel
Specificity the .. world
Medical Intra-uterine
[restriction, pragmatics, Racist sexist
Usage real-world information Offensive '

etc.]

&c. terms, abuse
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3.2 Computational Lexicons

3.2.1 Collins-Robert English-French Lexical-Semantic Database

3.2.1.1 Description

The Collins-Robert Lexicd-Semantic Database has been developed by Thierry Fontenelle and his
team at the University of Liege (BE) on the basis of the machine-readable version d the Colli ns-
Robert English-French dictionary (1978. The database (described in Fontenelle, 1997, shows the
feasibility of the use and exploitation d bilingual lexica resources avail able in madine-readable
form. The source material has been enriched (mostly hand-writi ng encoding) with lexicd-semantic
information following Mel'Cuk's descriptive apparatus of lexicd functions. The source material,
enriched, was introduced in a relational database. This database @ntains around 70,000 @irs of
coll ocaes and semanticadly related items.

For accessng the database, there exists aretrieval program and a command line interfacewhich
allows the user to parametrise the information required. These parameters alow the user to query
the database by suppdying accesskeys. These acceskeys refer to the foll owing:

-I; italicized metalinguistic item (appeasin italicsin the printed dictionary: coll ocation, typicd
subjed, typicd objed, synorym, etc)

-h: English headword (in the printed version d the dictionary)

-pos. part of speed of the English headword

-lex: lexicd function linking the itali cized item and the headword (the medanism and the list of
lexicd functions can be foundin Chapter 5 o the bookreferred to abowve)

The results of these queries are shown in the foll owing format, which will be used in the examples
quaed below.

1(2):"3 =>4<5>(6,7)

(1) English headword

(2) PoS of the English headword

(3) italicized item

(4) French trandlation d the headword

(5) morphosyntadic fedures of the French word

(6) Frenchtrandation d theitalicised item

(7) The standard lexicd function a lexicad-semantic relationship.

47



ISLE IST-19991064 7WP2-WP3

The Collins-Robert database source material were the tapes of the printed version d the
bili ngual English (SL)-French (TL) dictionary, unidiredional. The derived database, enriched with
the Lexicd Functions charaderisation d the different entries, is an adive dictionary. The
documentation stresses that collocaional information in the origina dictionary was included
spedficdly to help speekers of the source language (English) seled the best target language
(French) equivalent of the headword.

As afinal comment before going into the description table, it shoud be noted that this database
shoud be thought as an information resource where there is no red encoding of most of the
caegories mentioned in the table, bu where these can be derived thanks to the Lexicd Functions
annaation, and the relation ketween the diff erent entries for a headword, for the presence of agiven
wordform in the cdl ed itali cised word, etc.

3.2.1.2 Lexical-Semantic annotation

Most of Mel'¢uck's Lexical Functions are used, and rnew functions have been included. We provide
here an example of onelexicd funcion.

“Mult” isafunction that takes as argument the itali cised word and gives the headword:

Mult(state)= confederacy

The italicised word in the original can hawvever correspondeither to a @ll ocate or to arelated word
which however is unlikely to appea together with the headword:

Mult(bee = duster

Mult(be® = swarm

swarm (n) : ~bee~ => essaim <m> (abeill e mult)
cluster (n) : ~bee- => essaim <m> (abeill e mult)
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3.2.1.3 Synoptic table of information types in the Collins-Robert Lexical-Semantic
Database

Table9.: Lexical Information in the Collins-Robert L exical-Database

Entry component Present Comments
1 | headword v
2 | phonetic

transcription

3 variant form Variants are not linked to the headword although
there exist different SL headwords. For TL some
information is also available.

4 inflected form v Inflected forms of the SL and TL when special
translation. See note 1 in 3.2.1.4.
5 Cross-reference Present in the DB but not accessible
6 Morphosyntactic Information
a Part-of-speech v For English headword
marker
b Inflectional class
c Derivation Not encoded The lexical functions can help to find this
explicitly information. See note 2.
d Gender v Gender is marked in TL wordforms when relevant.
e Number v Number is marked in TL wordform with a tag and

for the SL the wordform is given as information
contained in the headword entries

f Mass vs. Count Not encoded as such although the lexical
functions 'mult' and 'sing' for some items refer to
this distinction.

g Gradation

7 | Subdivision counter

8 | Entry subdivision Senses of a given headword are listed according
to translation requirements when a headword is
queried.

9 | Sense indicator v Information is supplied by means of the italicised
wordforms

10 linguistic label v Some tags are used such as: Informal, liter, euph.
11 Syntactic Information
a Subcategorization PoS tags include the reference to the basic
frame valence of the verb, i.e. vt, vi. Information on

bound prepositions and on phrasal verbs particles
also mentioned for some verbs depending on its
relevance for translation.
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b Obligatority of
complements

c Auxiliary

Not encoded specifically although for some words
whose translation into French results into an
adjective or participial phrase is specified.

d Light or support v Specified by means of italicised text and Lexical
e Periphrastic
constructions
f Phrasal verbs v Particles are included in the verbal entry
according to translation needs.
g Collocator v (i.) typical subject /object of verb, noun modified
by adjective etc.
By means of > . .
Lexical (ii.) type of collocation relation represented
Functions
h Alternations It can be inferred from vt vs. vi specification of the
same headword and related lexical functions See
note 4
12 | Semantic Information
a Semantic type However, some links between words can be
traced. See note 5
b Argument structure
C Semantic relations v encoded as lexical functions, see note 6
d Regular polysemy
e Domain v Some references as relevant for translation
f Decomposition v Some lexical functions refer to these meaning
components
13 Translation v
14 Gloss v
15 Near-equivalent
16 Example phrase
(straightforward)
17 Example phrase v See note 7.
(problematic)
18 multiword unit v
19 subheadword also
secondary headword
20 usage note
21 Frequency
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3.2.1.4 Notes

1. Infleded forms and morphosyntadic information

ability (n) : ~power~ => gptitude <> (<to> <do> ... faire) (pouvar,syn)

ability (n) : ~proficiency~ => gotitude <> (<to> <do> ... faire) (aptitude,syn)

ability (n) => cgpadté <> (<to> <do> pour faire)

ability (n) => compétence <> (<in> en, <to> <do> pour faire)

ability (n) : ~cleverness- => habil eté <f> (intelli gencesyn)

ability (n) => talent <m>

ability (n) {ABILITIES} : ~mental powers~ => talents <mpl> (cgpadti es mental es,gener)
ability (n) { ABILITIES} => dorsintelleduals

2. Derivational morphdogicd information can be derived from the relation between the italicised
word and the headform when the Lexicd Functionis marked as AO, A1, SO, AdvO, Ablel, VO.

Examples:
life (n) : ~live~=>vie <> (vivre,s0)

professonal (adj) : ~professon~ => professonnel (professon,a0)
impulsive (adj) : ~impulse~ =>impulsif (impulsional)

suspiciously (adv) : ~suspicion~ => avecm,fiance (soupgconadvl)

pradise (vt) : ~pradice~ => pratiquer (pratique,v0)

However this tag is not exclusive of the morphdogica derivation relation, bu it includes smantic
relations and so we can also find aher examples such as the foll owings:

cgpadty (n) : ~hdd~ => contenance <> (contenir,s0)
loan (n) : ~borrowed~ => emprunt <m> (emprurt, sO)
vulgar (adj) : ~common people~ => vulgaire (peuple,a0)
free(adj) : ~liberty~ => libre (libert, al)

free(adj) : ~liberty~ => autoname (liberté,al)

credit (n) : ~belief~ => gouter foi ... (croyancev0)
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3. Suppat verbs.

The Mé'cuk lexicd function Oper roughly correspondto Gross 'suppat verb' idea Although verbs
mentioned are not only those that have no lexicd meaning. Compare the foll owing samples to have
an idea of the mverage of this Lexicd Function (which can be used in combination with ather
lexicd functions).

Example: mistake

make (vt) : ~mistake~ => faire (erreur,operl)

let past (vt sep) : ~mistake~ => laisser passer (erreur,permoperl)
commit (vt) : ~mistake~ => commettre (erreur,operl)

overlook (vt) : ~mistake~ => laisser passer (erreur,permoperl)

Example: attention

engross(vt) : ~attention~ => absorber (attention,oper2)

excite (vt) : ~attention~ => exciter (attention,oper2)

fix (vt) : ~attention~ => fixer (attention,operl)

divert (vt) : ~attention~ => détourner (attention finoperl)

draw (vt) : ~attention~ => atirer (attention,oper2)

engage (vt) : ~attentiorn~ => éveill er (attention,ncepoper?)

invite (vt) : ~attention~ => demander (attention,oper2)

occupy (vt) : ~attention~ => occuper (attention,oper2)

focus (vt) : ~attention~ => concentrer (<on> sur) (attention,qerl)
arrest (vt) : ~attention~ => retenir (attention,oper2)

cgpture (vt) : ~attention~ => capter (attention,oper2)

turn (vt) : ~attention~ => tourner (attention,operl+oper2)

win (vt) : ~attention~ => cepter (attention,oper2)

crave (vi) : ~attention~ => solli citer (attention,oper2)

claim (vt) : ~attention~ => demander (attention,oper2)

concentrate (vt) : ~attention~ => concentrer (<on> sur) (attention,operl)
take up (vt sep) : ~attention~ => occuper (attention,oper2)

switch (vt) : ~attention~ => reporter (<from> de, <to> sur) (attentionjncepoperl)

4. Alternations

Causative/inchoative dternation can be extraded from the information d the PoS tag and the
lexicd function which includes the ‘caus function in the vt case aad nd in the vi case. This
treament all ows a possble crrelation d this property with the verb's belonging to ore of the many
sub-classes of change of state verbs: verbs of soundnoise, cooking, verbs of impairment, etc.
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ring (vt) : ~bell~ => (faire) sonrer (cloche,causon)

ring (vi) : ~bell~ => sonrer (cloche,son)

toll (vt) : ~bell~ => sonrer (cloche,causson)

toll (vi) : ~bell~ => sonnrer (cloche,son)

sound(vt) : ~bell~ => sonrer (cloche,causon)

sound(vi) : ~bell~ => sonrer (cloche,son)

chime (vt) : ~bell~=> sonrer (cloche,causson)

chime (vi) : ~bell~ => caill onrer (cloche,son)

ped (vt) : ~bell~ => sonrer (... toute volée (cloche,causon)
ped (vi) : ~bell~ => caill onrer (cloche,son)

5. Semantic type.

Depending on the tranglation requirements, some headforms are distinguished by the itali cised
wordform and the lexicad function in such away that semantic typing could be derived.

leg (n) : ~horse~ => jambe <> (cheval,part)

leg (n) : ~person~=> jambe <> (personne,part)
leg (n) : ~bird~ => patte <> (oiseau,part)

leg (n) : ~insed~ => patte <> (insede,part)

leg (n) : ~animal~ => patte <> (animal,part)

leg (n) : ~lamb~ => gigot <m> (agneau, part)

leg (n) : ~bed~ => gEte <m> (boeuf,part)

leg (n) : ~ved~ => sous-naix <f> (veau,part)

leg (n) : ~chicken~ => auisse <> (pouet,part)
leg (n) : ~frog~ => cuisse <> (grenoull e,part)
leg (n) : ~pork~ => acuisse <> (porc,part)

leg (n) : ~venison~ => auisot <m> (venaison, part)
leg (n) : ~table~ => pied <m> (table,part)

leg (n) : ~stocking~ => jambe <> (bas,part)

leg (n) : ~trousers~ => jambe <> (pantalon, fart)
leg (n) : ~journey~ => éape <> (voyage,part)

6. Lexicd-Semantic relations:

The Lexicd Functions which alow therdlation d different wordforms are:
hyperonymy : gener

synornymy: syn
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antonymy: anti

Example: farm

hading (n) : ~farm~ => proprié&té <> (ferme,syn)
home (cpd) [HOMESTEAD] : ~farm~ => ferme <> (ferme,syn)
grange (n) : ~farm~ =>ferme <> (ferme,syn)

7. Examples of problematic cases

lay (vt) {TO LAY BARE ONE'S INNERMOST THOUGHTS} => mettre anu ses pensées les plus
profondes

lay (vt) {TO LAY BARE ONE'S INNERMOST THOUGHTS} => dévoil er ses pensées les plus
profondes

lay (vt) {TO LAY BARE ONE'S INNERMOST FEELINGS} => mettre anu ses entimentsles
plus eaets

lay (vt) {TO LAY BARE ONE'S INNERMOST FEELINGS} => dévoil er ses ®ntiments les plus
Sseqets

lay down (vt sep) { TO LAY DOWN ONE'SARMS} : ~give up~ => dépaoser ses armes
(abandonrer,syn)

lay down (vt sep) { TO LAY DOWN ONE'SARMS} => déposer les armes

lay off (vt fus) {LAY OFF (IT)!} : ~stop~ => tu veux t' arreter? [informal] (arréter,imper)

lay off (vt fus) {LAY OFF (IT)!} : ~touch~ =>touche pas! [informal] (toucher,antiimper)

lay off (vt fus) { LAY OFF (IT)!} => pastouche! [very informal]

lay off (vt fus) {LAY OFF (IT)!} => basles pattes! [very informal]
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3.2.2 The FrameNet Lexicon Database

This is a summary of the information types in the FrameNet database (Baker et a., 199§, which
may be queried on htp://163.136.182.1 1/ amesgl/notes/index.html. Further information is to be
found onthe FrameNet home page: http://www.icsi.berkel ey.edu/~framenet/index.html.

The only available FrameNet data & the moment is for English, bu parale work in German is
currently in progress for some of the frames; FrameNet is planning to start a similar analysis of
Japanese, while an associated initiative in Hong Kong propcses to analyse Mandarin and
Cantonese:  these parallel mondingual databases will feed into an MT system, the semantic
annaations esentialy forming an interlingua. Thisisexplained in Note J.

We summarize the information using the grid “Lexicd information in hkilingual resources’ , andin
the summary table we have retained the first two columns. ‘# in column 1 means that thisis an
additionto the table.

FrameNet makes no attempt to record all the standard dictionary information relating to a word
form (e.g. phoretic transcription, variant forms, morphaosyntadic information, etc.). Entriesin the
FrameNet lexicon record the linked semantic and syntadic valences of alemma (a word in ore of
its enses) by means of manually inserted anndation tags. These link the frame-based semantic
roles (or ‘frame dements’, FES) to their syntadic expresson in the immediate grammaticd context
of the word occurring in a @rpus entence The syntadic information recorded is twofold: (1) the
phrase type (PT) of the word o words being annaated, and (2) the grammaticd function (GF) of
that word o phrase within the mntext of the lemma The annaation d these sentences istherefore
tripartite, e.g. (from the British National Corpus) PrincessDiana andPrince Charles have admitted
inwriting their marriage isin troubde is annaated thus (FrameNet anndations in bdd, ahers from
the BNC):

<STPOS="31880343> <T TYPE="sensel" > </T> <C FE="Spkr" PT="NP"
GF="Ext" >PrincesgNPO DianaNP0 andCJC PrinceNPO Charles’NPO </C> have'VHB
<C TARGET="y" > admitted/VVN </C> <C FE="Medium" PT="PPRing"

GF="Comp" >in/PRP writing/VVG </C> <C FE="Msg" PT="Sfin"

GF="Comp" >their/DPSmarriage/NN1is’VBZ in/PRP troude/NN1 </C> ./PUN </S>

The names of the frame dements in this sentence SPEAKER, MEDIUM and MESSAGE, are
transparent: they belong to the COMMUNICATION/STATEMENT frame and their full database form is
COMMUNICATION/STATEMENT/SPEAKER etc. A fuller description d a FrameNet lexicd entry is
givenin nae B below, where the valence patterns are shown in detail .
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3.2.2.1 Synoptic table of information types in the FrameNet lexicon.

Table 10: Lexical Information in the FrameNet lexicon

FrameNet; the verb+particle unit is linked
with a tag target-mate, but current software
does not extraxt these as separate entries

Entry component Present FrameNet data See note ...
1 headword v Lexical unit (a lemma in one of its senses)
2 Phonetic transcription v
3 variant form v variant forms are linked in the database
4 inflected form
5 Cross-reference
6 Morphosyntactic information
a | Part-of-speech v p-o0-s is a component in the lexical entry
marker
b [ Inflectional class
¢ | Derivation
d | Gender
e | Number
f Mass vs. Count
g | Gradation
7 Subdivision counter v lemma (see 1) = wordform + sense number
8 Entry subdivision (a FrameNet entry cannot be subdivided)
9 Sense indicator v The most relevant definition from Concise
Oxford Dictionary is included in each lexical
entry in order to help the human user identify
the sense of the lemma.
10 | linguistic label
11 | Syntactic information
a | Subcategorization v exhaustively covered and linked to semantic B
frame roles
b | Obligatority of v No attempt is made to declare the intuition B
complements that something is obligatory: FrameNet
simply tries to record the tings that occur
c | Auxiliary
d | Light or support v support verb: indicates relationships similar C
verb construction to Mel'cukian functions
e | Periphrastic
constructions
f Phrasal verbs v Minimally, and not systematically, covered in
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g | Collocator this concept belongs to a bilingual dictionary
targeting human users: it should not be
confused with ‘collocation’ as discussed in
corpus literature; it has no place in
FrameNet
h | Alternations v exhaustively covered and linked to semantic B
content
12 Semantic information
a | Semantic type not in FrameNet: links to WordNet synsets
were planned but proved impossible to
implement
b | Argument v exhaustively covered and linked to syntactic B
structure expression
¢ | Semantic v each lemma is linked to its immediate A, D
relations semantic neighbours by belonging to the
same frame
d | Regular polysemy not covered currently, but the FrameNet
database is an ideal environment for
identifying instances of regular polysemy
e | Domain FrameNet’'s ‘domain’ is not the regular A
subject-field type normally found in
dictionaries and lexicons, see note.
f Decomposition
Syntactico-semantic information
#a | N(P)+N semantic relationship between noun and its E
compounds modifier is shown in terms of the FEs
involved
#b non-instantiated frame elements which are understood in the F
semantic roles sentence but not overtly expressed
#e frame-wide see note G
lexical
instantiations of
semantic roles
#d semantic roles see note H
of prepositions
H#Hit Lexical semantic information
##a | corpus profiles see note I
of lexical items
13 Translation v this can be derived J
14 Gloss
15 | Near-equivalent
16 Example phrase v each valence pattern comes complete with B
(straightforward) sentences extracted from British National
9 Corpus, including the location of the keyword
in the BNC, and annotated with respect to the
top-level phrases accompanying a given
target..
17 Example phrase this concept belongs to a bilingual dictionary

(problematic)

targeting human users
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18 | multiword unit not in current FrameNet but will be included
in Phase 2
19 | subheadword
also secondary
headword
20 usage note
21 | Frequency not yet available but automatic assignment of
Frame Elements to lemmas in raw corpus
data is a current objective and when
successful will allow computation of absolute
and relative frequencies of lemmas (word
senses) in the corpus.
3.2.2.2 Notes

A.[12c, 12| Semantic Relations, and Domains

The FrameNet lexiconis currently subdvided into the following semantic domains:
Boby, CoGNITION, COMMUNICATION, EMOTION, GENERAL, HEALTH, LIFE, MOTION,
PERCEPTION, SOCIAL, SPACE, TIME, TRANSACTION.

Each damain is further subdvided into various frames, for instance, the COMM UNICATION
domain includes: CANDIDNESS COMMITMENT, CONVERSATION, ENCODING, GESTURE,
HEAR, MANNER, NOISE, QUESTIONING, REQUEST, RESFONSE, STATEMENT, VOLUBILITY.

A semantic frame is a script-like structure of inferences, linked by linguistic conventionto
the meanings of linguistic units (lemmas). Ead frame identifies a set of frame dements
(FEs) - participants and propsin the frame. A frame semantic description d alexicd item
identifies the frames which underlie agiven meaning and spedfies the ways in which FES,
and constell ations of FES, are redized in structures headed by the word.

Domain and frame names are dl provisional. Oncetheinitia lexicd entries have beean
compil ed for the basic vocabulary of the language, there will be aprocessof harmonization
in which many labels may be dhanged.

More domains and frames will be alded during Phase 2 o the projed.

B.[11a, 1b, 12h] A lexical entry: semantic & syntactic valencelinks

Hereisasummary of the lexicd entry for the verb drawl, within the
Communicaion/Manner frame. Other lemmasin this frame ae:

bablde, bluster, char, chatter, gabbe, gibber, jabler, lisp etc. The entry starts by listing
the FE set (= subset of the frame dements used in the annatation and description o
drawl): ADDRES<EE, DEPICTIVE-ACTOR, MANNER, MESSAGE, SPEAKER.

The main part of the entry consists of a set of linked semantic and syntadic valences
(shown in the table below). The mlumn healding ‘frequency’ is mething of a misnomer,
asthefiguresin that column simply indicae the number of annaated sentences for ead
pattern in the FrameNet lexicon, and bea no systematic relationship to frequency in the
corpus. FrameNet aims smply to include dl the patterns foundin the BNC. Theterm
pattern refersto a anfiguration d frame dements forming agrammatica unit (phrase,
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clause, or sentence): the various g/ntadic ways in which the pattern is redised are li sted
below ead. In the database the annatated sentences are li sted separately via hypertext
links from the frequency numbers; however for ease of referencel haveincluded in italics
one example sentencefrom the @rpusfor ead syntadico-semantic pattern:

freq Patterns
(40)
20 Message Speaker
02 QUO.Comp+ NP.Ext
QUO.Comp

“ Well, well," (MsG) drawled Havvie Blaine (SPKR), at
last , “ what havewe here?” (MSG)

18 QUO.Comp NP.Ext

“Well, well, well,” (MsG) he (SPKR) drawled.

02 Message Speaker Depictive-
Actor

02 QUO.Comp NP.Ext PP_with
.Comp

“1f yousay so0,” (MsG) he (SPKR) drawled, with asmug
expresson (DEP-ACT).

03 Message Speaker Manner
01 NP.Ext CNI AVP.Comp

It was a cod challenge (MsG), drawied CNI (SPKR) so
quietly (MANR) that she almost missed it.

02 QUO.Comp NP.Ext AVP.Comp

“You're vey liberal with your criticism,” (MsG) he
(SPKR) drawled huskily (MANR).

05 Speaker
05 NP.Ext

Luke (SPKR) drawled, dlowing aweary sigh to escape from
hislips.
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01 Speaker Addresse
01 NP.Ext PP_to .Comp

Fondastudiously ignares the hairs as he (SPKR) drawls to
an df-screen interrogaor (ADD).

03 Speaker Manner
03 NP.Ext AVP.Comp

She (SPKR) talked alittl e to herself, lowering her voice
and dawling carefully (MANR).

01 Speaker Manner Message
01 NP.Ext PP_in .Comp QUO.Comp

His mouth twisted slightly as he (SPKR) drawled in a
sardoric tone (MANR), “ What' s the matter?” (MsG)

04 Speaker Message
03 NP.Ext NP.Obj

He (SPKR) drawled the warning (MsG).

01 NP.Ext Sfin.Comp
Linley (SPKR) drawled that there was nothing to get upset
abou (MsG).
01 Speaker Message Manner
01 NP.Ext NP.Obj PP_with

.Comp

Jackson (SPkR) drawled the word (MsG) with aslow
complacency (MANR).

C[11d] Support verbs

FrameNet defines ‘suppat verb’ in very broad terms, and the links recorded are doseto
Mel’ cukian functions. Here ae some examples of the rich coll ocaional information thus
recorded:

1. For the nours all egation and annourcement in the BNC, aquery relating to verbs
annaated as suppat verb shows only make, e.g.

He said he would makean annougement abou his plans.

A teacher was simmerily dismissed after making dlegations aganst her coll eagues.
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2. For the nouncomplaint the foll owing suppat verbs are recrded (underlined typein the
examples below) with the same function as make

Members of third parties may make complaintsin writing.

| wondered if he'd registered a complaint against you.

A north-east woman has lodged a complaint after an ambulancetook almost an hou to
arriveat an acadent.

There are a few who expresscomplaints, with the qudity of care offered.

In these discusgons the boys often voice similar complaints to the girls.

After his release he submitted a formal written complaint to the Procurator General’s
Office

| have no complaints with your work.

In spite of complaints brougtt by leaders of trade unions ...

D [12c] Semantic relations
Thusthe lemmas 2 far recorded as belonging to the COMMUNICATION/ CATEGORIZATION
frameinclude: categorizationn, categorize v, characterization n, characterizev, classv,
clasdficationn, classfy v, construe v, define v, definitin n, depict v, depiction n, describe
v, descriptionn, interpret v, interpretation n, percavev, patray v, redefine v, redefinition
n, regard v, represent v, representationn, ... etc. etc.
These lemmas are linked by the fad that the same set of frame dementsisusedin
recording their valence patterns.

E [#a] N+N compounds
For the nounall egationin the COMMUNICATION / STATEMENT frame, two types of
relationship are recorded:

1. wherethe modifying N isannadated as MESSAGE, asin:
child abise all egations

assault allegations

corruption all egations

ball ot-rigaging all egations

torture allegations

forgery allegatioon

conspiracy all egation

espionace allegations

2. where the modifying N or NP is anndated as SPEAKER, asin:
government all egationsthat ...

newspaper allegations of ...
the Thatcher all egationsabout ...

F [#b] Non-instantiated semantic roles (‘frame dements)

FrameNet records threedistinct types of semantic dements which are nat lexicdly redized
in the sentence

1. CNIs (constructional null instantiations)
i.e. licensed by the grammar of the language, asin:

There are briefs and de-briefs, and their efforts in the skies are dosely scrutinised and
criti cised.
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In this case the annaated sentenceis as foll ows, showing that the frame dement JUDGE is
not expressed, sincethe grammar of the language dl ows passves withou expresson d the
subed of the adive verb:

<STPOS="101969240> There/EXO0 are/VBB briefssfNN2 andCJC de-briefssNN2 /PUN
<C FE="Eval" PT="NP" GF="Ext" >their/DPSeff ortsNN2 in/PRP the/ATO skies’NN2
</C> are/VBB closely/AV 0 scrutinised/VVN and/CJC <C TARGET="y" >
criticised/VVN </C>

<C FE="Judge"' PT="CNI"> </C> <C FE="Reas' PT="INI"> </C>/PUN </S>

3. INIs (indefinite null i nstantiations)

i.e. those where ano d=finite entity has to be known to the interpreter of the sentenceif it isto be
fully understood, asin:

In paticular, the ACE scheme was heavily and repeatedly criticised. Here the frame dement
REASONis nat expressed yet the sentenceis understood.

In this case the annaated sentenceis as foll ows:

<STPOS="48756144> In/AV 0 particular/AV0O /PUN <C FE="Eval" PT="NP"
GF="Ext" > the/ATO ACE/AJO scheme/NN1 </C> was'VBD <C FE="Manr" PT="NP"
GF="Ext" >heavily/AV 0 andCJC repeatedly/AV0 </C><C TARGET="y" >
criticised/VVD-VVN </C> <C FE="Judge" PT="CNI"></C> <C FE="Reas'
PT="INI"></C> /PUN </S>

4. DNIs (definite null instantiations)

i.e. those where adefinite entity (usually expressed in the previous context) hasto be known to the
interpreter of the sentenceif it isto be fully understood,asin:

Who can theyblame now?

Here the frame dement REASON, although it must be known to bah SPEAKER and ADDRES<EE if the
message isto be mnweyed, is nat overtly expressed.

In this case the annaated sentenceis as foll ows:

<STPOS="106031248> <T TYPE="sensel"> </T><C FE="Eval" PT="NP"
GF="Ext" >Who/PNQ </C> can’'VMO0 <C FE="Judge" PT="NP" GF="Ext" >
theyPNP </C> <C TARGET="y" >blame/\VV | </C> <C FE="Reas' PT="DNI" >
</C> now/AV 0 2/PUN "/PUQ </S>

G [#c] Frame-widelexical instantiations of semantic roles

A query to the database will produce alisting of lexico-syntadic redisations of semantic
roles (frame dements) aaoss the frame. The table below shows how the FE ToriC is
syntadicdly redized in the CoMMUNICATION/QUESTIONING Frame in the @ntext of
individual lemmeas.
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Frame = COMM UNICATION/QUESTIONING

Freq patternsrealizing in the ontext of these lemmas
TopriC
99 PP _abou .Comp grill n,inquirev, inqury n,

interrogaeyv, interrogaionn,
guery n, guestionv, guestioningn,

quizv
23 DNI inquiry n, query n
12 PP_on Comp grill v, query n, questionv, quizn
08 PP into .Comp inquirev, inguryn
08 PHng_abou .Comp inquiry n, questionn
04 PP_after .Comp inqurev
04 PP as.Comp inquiry n, query n
03 PP regarding .Comp inquiry n, query n
02 PP_in .Comp inquiry n, questionn
02 PP_over .Comp inquiry n, quzv
01 AJP.Mod guery n
01 N.Mod qgueryn
01 NP.Comp+PP_on Comp queryn
01 PP _concerning .Comp guestionv
01 PP_of .Comp inqurev
01 PHng_on Comp questionn

H [#d] Semantic rolesof prepositions

A query to the database will producelistings of the semantic roles of prepasitions as heals
of PPs, as shown in the table below, which summarizes the behaviour of prepositionsin the
MOTION/ARRIVING frame::

Frame= MOTION/ARRIVING

Freq FE expressd in these patterns  in the mntext of these
lemmas
88 GoAL
25 PP to .Comp approach, arive come,
entrance, return, visit
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64

16 PP_into .Comp approach, come, enter,
entrance, return

11 PP at .Comp arrive, visit

08 PP_in Comp arrive, come

07 PP_bad .Comp arrive, come

04 AVP.Comp+PP _to .Comp come, return

04 PP_with .Comp visit

03 PP_over .Comp come

03 PP _round Comp come

03 PP_up Comp come

02 PP_dowvn .Comp come, visit

02 PP_on Comp arrive, visit

76  SOURCE

64 PP_from .Comp approach, arive come,
enter, entrance, return,
visit

07 PP_ou .Comp come

04 PP _away .Comp come

01 PP_ou .Comp+ come

PP_from .Comp

35 PATH

11 PP via.Comp approach, arive come,
enter

07 PP_through .Comp approach, arive, enter

05 PP _by .Comp enter

04 PP at .Comp come, enter

04 PP _towards .Comp come, return

02 PP_on Comp approach

01 PP aaoss.Comp return

01 PP_round Comp come

35 THEME

21 PP_of .Comp appqagh, entrance,
return, visit

08 PP_by .Comp approach, visit

06 PP_from .Comp visit

12  VEHICLE

10 PP_by .Comp arrive, come, return

01 PP_in .Comp arrive
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01 PP_on Comp visit

11 COTHEME

09 PP with .Comp come, enter, return, visit
02 PP _aong .Comp come

06 MANNER

03 PP_with .Comp approach, enter

02 PP like .Comp come

01 PP_on Comp approach

| [##d Corpusprofilesof lexical items

It isposgble to derive from the database information abou the semantic roles associated with any
spedfic lexicd item in the wrpus. Thisis shown below for asmall sedion d the results of aquery
abou road showing that the word occurs as head N of an NP redizing a spedfic Frame Element in
the MoTioN domain asfoll ows:

Inthe MoTION domain thelemma roadoccurs...

freq |realizing inthisframe inthe in these patterns
thisFE context of
thislemma
AREA
03 TRANSPORTATION cruise PP_on Comp
02 SELF-MOTION dlither PP_on Comp
01 PATH-SHAPE swerve PP _over .Comp
01 SELF-MOTION prowl NP.Obj
GOoAL
01 SELF-MOTION waltz PP _aaoss.Comp
04 SELF-MOTION dash, rush PP_into .Comp
step
01 PLACING injed PP_into .Comp
01 PATH-SHAPE swing PP_into .Comp
01 PATH-SHAPE leave PP _aongside
.Comp
01 PLACING install PP _at .Comp
01 PLACING park PP_dowvn .Comp
01 PLACING park PP_in Comp
01 SELF-MOTION jump PI_D_in .Comp
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+PP_in Comp
SELF-MOTION run NP.Obj

o«
etc. etc.

J [13] Trandation

The equivalent in anather language (‘ translation’) would be derived by

2. sdleding the gopropriate lemma by matching frame dement patterns of source and target
languages (stored in the FrameNet databases for the various languages) from a candidate
list provided by a bilingual or multili ngual glossry extraded from a madine-readable
bili ngual or multili ngual dictionary;

3. using the PT and GF syntadic anndations (also stored in the FrameNet databases) to
generate grammaticd sentencesin the target language. This operation (2) is adynamic
process performed on text to be trandlated, and canna be stored as part of a static
lexicon.
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3.2.3 Multilingual information in EuroWordNet and ItalwordNet

In order to define which information is present in the EWN and IWN databases, we will give a
brief description d the data structure. Foll owing the synoptic table we will try to determine whether
the information commonly foundin hilingual dictionaries is present in the data structure and in
which form.

3.2.3.1 Description

Within the European projed EuroWordNet (Vossen, 1998, Alonge € al., 199§, semantic
information was encoded in eat o the languages dedt with, in form of lexicd semantic relations
between synonym sets (the synsets, the re of the whale structure, following the WordNet model,
Miller et a., 1990.

A rich framework of relations was designed and they have been introduced for their suppcsed
relevance and wsefulnessin linguistic goplicdions, e. g. Crosspart of speed relations.

Synonymy, hyp(er)onymy and xpos relations have been extensively encoded, while the more
“sophisticated” relations have been encoded just for seleded classes of words

ItalWordNet (IWN), the Italian follow-up d EWN, is a part of a National projed (SI-TAL,
Integrated System for Automatic Treament of Language) which aims at buil ding various integrated
language resources for the automatic treament of the Italian written and spoken language.

In ItalWordNet we ae now extending the WordNet produced for Italian duing the previous projed,
extensively inserting adjedives, adverbs, multiword expressons and instances, and increasing the
number of present nours and verbs (with the goal of 50,.000total lemmas) (Roventini et al., 2000Q.

A few semantic relations have been added to the previous st, mainly to be used to encode data on
adjedives and the EWN Top Ontology has been revised to better represent this part of speed
(Alonge @ a., 200Q (in EWN, adjedives and adverbs were drealy present, but just as target of
relations from nours and verbs).

One of the most relevant asped of E(/I)WN is its multili nguality: ead wordnet is linked with all the
other language spedfic wordnets by means of an interlingual index (IL1).

Dueto itsimportancein computational appli caions, adomain speafic wordnet isaso being built.
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Fig. 5: Theoverall architedure of the IWN database
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The IWN database (seefig. 5) is constituted by:

1.

2.

a generic mondingual wordnet;

a (generic) Interlingual Index (ILI) (an urstructured version d the Princeton WordNet —1.5
containing all the synsets belonging to this version bu nat the relations among them). All
the synsets of the mondingual wordnet are linked to this “interlingua”, to make the
resource usable in multili ngual applicaions;

eg.
Dog Noun "a member of the genus canis’ 1422174
Cad, bounder, bladkguard, Noun “someone who is morable 5980708
dog, hound, hed reprehensible”
Pawl, detent, click, dog Noun “a hinged device that fits into a 5861550
notch of aratchet..”

A subset of the ILI was circumscribed, in oder to group together al the synsets
considered basic concepts (Base Concept, BC) in ead language. This subset, which is
common to al the EWN languages, works as a means to link the language spedfic basic
concepts to the language independent ontologicd structure.

aterminoogicd wordnet, containing synsets foundin the eonamicd-financial domain;

aterminoogicd ILI, containing synsets partly extraded from WNL1.6;
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5. the Top Ontology (TO), the hierarchy of language independent concepts refleding
fundamental semantic distinctions;

6. the Domain Ontology (DO), containing a set of domain labels. In EWN this modue was
only partially developed and wsed to encode information oncomputer terminology, whereas
in IWN a complete set of labelsis being developed.

The following picture (fig. 6) shows an example of the mondingual net surroundng the synset
{cane 1} (dog) and its links with the ILI. Dog is aso linked, by means of the mrrespondng base
concept, to the Top Concepts of the Ontology.

' ILI Top Ontology]
Italian WordNet] —
Iammifera mammmal First Order Entity
Testa, capo \ head Form/ \ $‘I
Zampa. canhe > dug:‘ ------ Ohjed; Natural
Coda Living
Muta abbaiarel| ——p bark ‘ j‘zllnima{‘
inzall wag, waggle, ..
Guaite — elp

Fig. 6: a synset with its mono/multilingual links

3.2.3.2 Language dependent/language independent infor mation

The information encoded in EWN and IWN can be dasdfied in two ways:

language dependent:

synset level
» synonyms belonging to the synset

e gynset POS
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* mondingual semantic relations to ather synsets of the net (+ information like meaning
digunction, fedures negation, reversibilit y)

* interlingual semantic relationsto theILI

variantslevel (a variant isa member of a synset)
*  sense number
» style, usage and damain information

» feaure (case, colledive, conndation, courtability, determiner, infinite dause, finite
clause, gender, namina complement, number, person, tense)

» semantic relation between variants and nd between synsets (derivation)

L anguage independent

Information present in the foll owing modues:

e |LI
-Relations between the ILI and the Top Ontology
-Relations between the ILI and the Domain Ontol ogy
* Top Ontology
-Relations between Top Concepts
* Domain Ontology

-Relations between Domain Concepts

3.2.3.3 Monolingual/multilingual information

The multili ngual link is redized, as we drealy saw, by means of the interlingual structure
that allows the passage from the Italian net to al the other mondingual, language spedfic
wordnets built during EWN.
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A semantic relation o equivalence representing a sort of “relation d trandation”, links eat
synset of the net to the ILI. We give the list of al the posgble situations and the aloped
solutions:

1. the meaning of the Italian synset exadly corresponds to the meaning of an ILI synset

Between the Italian and the IL1 synset an equivalent synonymy relation is establi shed

(eq_synorym)
eg.
Mammifero 1 eq_synonym->mammnal 1

2. themeaning ispresent inthe LI but it doesn’t exadly match becaise:

a. it wasdifferently classfied in WordNet and it has a different definition

eg.
Dissodamento 1 (I’ operazione del disodare laterra) eq_near _synonym till age
(the ailtivation d soil for raising crops)

b. thereisnoaoneto orerelationship between the ILI and the Italian sense,
eg.
coperchio 1(trandation: lid, cap, cover, top) eq_near_synonym lid
€g_near_synonym cap
€(J_near_synonym cover, top

In these caes, among the Italian and the ILI synsets more than ore ejuivalent nea
synonymy relations are established (eq_nea_synornym)

3. the meaning doesn't exist in the American-English of the ILI (it is a genuine linguistic gap)
eg.
{abbacchiare 1, bacchiare 1} (vigorously hitting the branch of a tree with a cave cdled
“bacdio”’ to make the fruitsfall down) eq_has _hyperonym hit

4. the meaning was not inserted in the WordNet1.5 database.

{saldatura 1, saldamento 1} (translation: welding) eq_has_hyperonym operation
eg_is caused by toweld

In the caes 3 and 4, an equivaent hyperonymy relation is codified; in Ital\WWordNet
there ae 11 equivalence relations and it’s given the posshility to encode complex
relations when the e (nea_ )synonymy is not avaible (for example ejuivalent
meronymy, equivalent role, equivalent causes relations and so on.)
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3.2.3.4 Examples of IWN entries

The following are some examples of ItalWordNet entries belonging to dfferent part of speed.
Eadh entry is followed by an example of the way it is displayed in the new IWN navigation tool

developed at IRST.

3.2.3.4.1 Nours

1. informatica(computer science)

WORD_MEANING ID="n@10393@" PART_OF_SPEECH="n">

<VARIANTS>

<LITERAL LEMMA="informaticd' SENSE="1" STATUS="new"> </LITERAL>

</VARIANTS>
<INTERNAL_LINKS>

<RELATION R_TYPE="has_hyperonym" ID="IR281">
<TARGET_CONCEPT ID="n@11231@" PART_OF _SPEECH="n">
<LITERAL LEMMA="scienzd' SENSE="1"> </LITERAL>

</TARGET_CONCEPT>

</RELATION>
</INTERNAL_LINKS>
<EQ LINKS>

<EQ RELATIONR_TYPE="eq_synonym" ID="ER282'>
<TARGET _ILI ID="ILI283' PART_OF SPEECH="n" WORDNET OFFSET="04084575>

</TARGET _ILI>
</EQ_RELATION>
</EQ_LINKS>
</WORD_MEANING>

Relazioni con
[ WM italiano LI I'W'N inglese ITerminnlngia 1

Browser di ltalwor: -10] x|
1
File History Opzioni Visualizza _ Scheda History Aiuto
- ; ; Synset 10: i 0393 -
Cercanel  WordMet Itallannl Lemmal |mfnrmatlca j @ o | J
- Campi semantici: |
Nnmel Intenrampi | Pulizci | # Senso: I _,3'
Concetti ortologia: |
A 0 0 s
The noun informatica has 1 senses: 24 etirizione italisns. |
1. informatica ol
“arianti italiane:
= EE] informatica
-
1] [ |_ j
-1
Synzet di riferimeanta In#10393 mformatica j

3 EQ _SYNONYM (1)

B computer science#l -- the study (with the ad of computers) of computable processes and structures

Fig. 7: Example of an IWN entry: “informatica”
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2. insufficienza, carenza dc.. (lack)

<WORD_MEANING ID="n@10395@" PART_OF_SPEECH="n">
<VARIANTS>
<LITERAL LEMMA="insufficienza’ SENSE="1" STATUS="new"> </LITERAL>
<LITERAL LEMMA="carenzd' SENSE="1" DEFINITION="mancanzainsufficienza" STATUS="Fra-
corpus'> </LITERAL>
<LITERAL LEMMA="mancanza' SENSE="1" DEFINITION="il mancare." STATUS="new">
</LITERAL>
<LITERAL LEMMA="deficienzd' SENSE="1" STATUS="new"> </LITERAL>
<LITERAL LEMMA="penuria" SENSE="1" DEFINITION="insufficienzadi cose 0 d persone necesrie."
STATUS="new"> </LITERAL>
<LITERAL LEMMA="scasitd' SENSE="1" STATUS="new"> </LITERAL>
<LITERAL LEMMA="assnzd' SENSE="2" DEFINITION="il mancare" STATUS="Fra-corpus"
EXAMPLES="'vitain asenzadi ossgeno"> </LITERAL>
<LITERAL LEMMA="difetto" SENSE="3" EXAMPLES=""difettare di qualcosa"> </LITERAL>
<LITERAL LEMMA="strettezzel SENSE="3"> </LITERAL>
<LITERAL LEMMA="modestia" SENSE="3"> </LITERAL>
<LITERAL LEMMA="pochezzd SENSE="1"> </LITERAL>
<LITERAL LEMMA="ristrettezzd SENSE="3"> </LITERAL>
</NVARIANTS>
<INTERNAL_LINKS>
<RELATION R_TYPE="xpos_nea_synonym" ID="IR287'>
<TARGET_CONCEPT ID="v@4973@" PART_OF_SPEECH="v">
<LITERAL LEMMA="mancare" SENSE="1"> </LITERAL>
</TARGET_CONCEPT>
</RELATION>
<RELATION R_TYPE="xpos _fuzzynym" ID="1R288'>
<TARGET_CONCEPT ID="a@42180@" PART_OF_SPEECH="4a">
<LITERAL LEMMA="modesto" SENSE="2"> </LITERAL>
</TARGET_CONCEPT>
</RELATION>
<RELATION R_TYPE="has_hyperonym" ID="1R289'>
<TARGET_CONCEPT ID="n@271271@" PART_OF_SPEECH="n">
<LITERAL LEMMA="stato" SENSE="2"> </LITERAL>
</TARGET_CONCEPT>
</RELATION>
</INTERNAL_LINKS>
<EQ_LINKS>
<EQ_RELATION R_TYPE="eg_synonym" ID="ER290'>
<TARGET_ILI ID="ILI291" PART_OF_SPEECH="n" WORDNET_OFFST="08731035>
</TARGET_ILI>
</[EQ_RELATION>
</EQ_LINKS>
</WORD_MEANING>
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& Ripristina

1 |

1. nstrettezza, pochezza, modestia, strettezea, difetto, assenza, scarsitd, penuna, d
2. insufficienza

[
Mizuslizza (| Scheda Histary Aiuto
SpnstE
HidimeEnsiEE i i 3 3 ; ;= d
Omens ﬂ IMSUfﬁCIEHZE j i mancare@ mancanza insufficienza. #1 2
= B0 st —1 | [Insufficienza di cose o di persone necessa
[ [nararidiss Interrormpi | Pulisci | # Senso 3| | ||rie. @ il mancare.
X Chiudi ALT+F4 [ =

“arianti italiane:

wa E scarsitd E mancanza -

E penuria E carenza

3 E deficienza insuffictenza
kil |

of

|_Sensn[EWN]: Il_ Stato:  |new j

L

Relazioni con
[ it italiano LI IWN inglese lTelminologia l

Synset di riferimento In#10395 nstrettezza pochezza modestia strettezza difetto assenza scarsitd penuria deficienza mancanza carenzaj

{1 EQ_SYNONYM (1)

b lacks#l, deficiency#l, want#l -- the state of needing something that is absent or unavailable, there is a serious lack of in

Fig. 8 Example of an IWN entry: “insufficienza”

3.2.3.4.2 Verbs

1. aumentare (to increase)

<WORD_MEANING ID="v@2298@" PART_OF_SPEECH="v">
<VARIANTS>

<LITERAL LEMMA="aumentare" SENSE="2" DEFINITION="diventare piu grande piu intenso 0 @u numeroso."

STATUS="new"> </LITERAL>

<LITERAL LEMMA="ingrandirs" SENSE="1" STATUS="new"> </LITERAL>

<LITERAL LEMMA="crescere" SENSE="2" STATUS="new"> </LITERAL>

<LITERAL LEMMA="salire" SENSE="4" STATUS="new"> </LITERAL>

<LITERAL LEMMA="accentuars" SENSE="1" DEFINITION="diventare piu accentuato." STATUS="new">

</LITERAL>
</VARIANTS>
<INTERNAL_LINKS>
<RELATION R_TYPE="has_hyperonym" ID="IR144856>

<TARGET_CONCEPT ID="v@1640@" PART_OF_SPEECH="v">

<LITERAL LEMMA="diventare" SENSE="1"> </LITERAL>
</TARGET_CONCEPT>

</RELATION>

<RELATION R_TYPE="has_hyponym" ID="1R144857 >

<TARGET_CONCEPT ID="v@2336@" PART_OF_SPEECH="v">

<LITERAL LEMMA="gonfiars" SENSE="1"> </LITERAL>
</TARGET_CONCEPT>

</RELATION>

<RELATION R_TYPE="has_hyponym" ID="1R144858>

<TARGET_CONCEPT ID="v@2337@" PART_OF_SPEECH="v">

<LITERAL LEMMA="ricrescere" SENSE="2"> </LITERAL>
</TARGET_CONCEPT>
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</RELATION>
<RELATION R_TYPE="has_hyponym" ID="1R144859>
<TARGET_CONCEPT ID="v@2338@" PART_OF SPEECH="v">
<LITERAL LEMMA="rinfrescare" SENSE="2"> </LITERAL>
</TARGET_CONCEPT>
</RELATION>

</RELATION>
</INTERNAL_LINKS>
<EQ_LINKS>
<EQ_RELATION R_TYPE="eq_synonym" |D="ER144869>
<TARGET_ILI ID="1L1144870 PART_OF SPEECH="v" WORDNET _OFFET="00093597> </TARGET _[LI>
</EQ RELATION>
<EQ_RELATION R_TYPE="eq_generalizaion" ID="ER144871>
<TARGET _[LI ID="1L1144872 PART_OF SPEECH="v" ADD_ON_ID="5502'> </TARGET _ILI>
</EQ RELATION>
<EQ RELATION R_TYPE="eq_generdizaion" ID="ER144873>
<TARGET _ILI ID="1L1144874 PART_OF SPEECH="v" ADD_ON_ID="5527'> </TARGET _ILI>
</EQ RELATION>
</EQ LINKS>
</WORD_MEANING>

|
File History Opzioni Misuslizza | Scheda Histary Ajuta

. rFY
Cerca nel WnrdNetItaliannl Lemmal Iaumentare j @ S 13 |"'#2298

— Campi semantici: |
Werbo | Interompi | Pulizci | # Senzoc I _|;I

Concetti ontologia: |

The werb aumentare has 4 senses: =
Definizione italiana:

1. accrescere, aumentare -- rendere piit grande pit intenso o pid mimeros # dﬁren‘@re e acc‘n‘ar}tuatn.@ dl_‘f =
2. accentuarsi, salire, crescers, mgrandirsi aumentare -- diventare pii ac entare pit grande piv intenso o piv
3. aumentare, incrementare -- aumentare. LRI, |

¥ aumentare -- nel lavoro a fern aggungere una o pil magle a quelle @ 4
Marianti italiane:

[E accentuars [E mngrandirs
-
LIJ

salire aumnentare| v )

| |
|

Spnset diriferimento |v#2298 accentuarsi salire crescere ngrandirst awmentare - # diventare pi accentuato, @ diventaj

Relazioni con
' italiano 1ILI 1WN ingleze 1Terminolngia 1

S HAS HYPERONYM (1) =
b andare, trasformarss, fares divenire, diventare -- cambiare stato. @ cambiare stato,

CIHAS HYPONTM (9)

P espandersi -- allargarsi ingrandivsi econotmicamente e politicamente.

P accelerare -- aumentare la velocitd,

P ncrescere -- crescere dinuovo,

B

=

moltiplicars: -- crescere dinumero.

Fig. 9: Example of an IWN entry: “aumentare”
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3.2.3.4.3 Adjedives

Abietto, spregevole, vile (abjed)

<WORD_MEANING ID="a@2@" PART_OF_SPEECH="a">
<VARIANTS>
<LITERAL LEMMA="abietto" SENSE="1" DEFINITION="Che espregevolevile'> </LITERAL>
<LITERAL LEMMA="spregevole" SENSE="2" DEFINITION="Che & dietto"> </LITERAL>
<LITERAL LEMMA="vile" SENSE="2" DEFINITION="Che spregevole ignobhil "
EXAMPLES=""Un'azone vil /spregevol e/ignobil e/abietta" > </L|
TERAL>
</VARIANTS>
<INTERNAL_LINKS>
<RELATION R_TYPE="xpos_nea_synonym" ID="IR199203>
<TARGET_CONCEPT ID="n@15259@" PART_OF_SPEECH="n">
<LITERAL LEMMA="verme" SENSE="2"> </LITERAL>
</TARGET_CONCEPT>
</RELATION>
<RELATION R_TYPE="xpos_nea_synonym" ID="IR199204 >
<TARGET_CONCEPT ID="n@19858®@" PART_OF_SPEECH="n">
<LITERAL LEMMA="ahiezone" SENSE="1"> </LITERAL>
</TARGET_CONCEPT>
</RELATION>
<RELATION R_TYPE="xpos_nea_synonym" ID="IR199205>
<TARGET_CONCEPT ID="n@20629@" PART_OF_SPEECH="n">
<LITERAL LEMMA="viltd" SENSE="1"> </LITERAL>
</TARGET_CONCEPT>
</RELATION>
<RELATION R_TYPE="nea_antonym" ID="IR199206>
<TARGET_CONCEPT ID="a@42813@" PART_OF_SPEECH="a"'>
<LITERAL LEMMA="ammirevole" SENSE="1"> </LITERAL>
</TARGET_CONCEPT>
</RELATION>
</INTERNAL_LINKS>
<EQ_LINKS>
<EQ_RELATION R_TYPE="eg_synonym" ID="ER199207>
<TARGET_ILI ID="IL1199208 PART_OF_SPEECH="a' WORDNET_OFF3T="00673492>
</TARGET_ILI>
</[EQ_RELATION>
</EQ_LINKS>
</WORD_MEANING>
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File History Opzioni Wizualizza

T Scheda History Aiuto

(e Bt Italianul Lemmal |abiett0
Ezportz

Ueinaindne jindingng. d
j @ # Che & spregevole iznobile@ Che & abi 2

E=ci Intennmpil Pulizci | # Sensa;
_

etto(@ Che & spregevole vile

[N

The ady ahietto has | senses:

1. wile, spregevole, abietto -- Che & spregevole ignobile Che & abietio Che & sp

| »
]

“arianti italiane:
E vile w
E spregevole

|ﬁ| ahietta

1] | 'I |_Senso [EWM): Il_ Stato: | j
Ll

Synszet di riferimento Ia#2 vile spregevole ahietto -- # Che & spregevole ignobile(@ Che & abietto@ Che & spregevole vile j
Relazioni con

W italiana | ILL | WN inglese 1 Teminologia 1

[ANEAR_ANTONTM (1)

b ammirevole

[JXPOS_NEAR SYNONTM (3)

P owiltd -- l'essere wile hassezza d'animo.
P ahiemone -- l'essere ahietto.

b verme -- persona wile abietta

Fig.10: Example of an IWN entry: “abietto”

3.2.3.4.4 Instances

Capri (theisland)

<WORD_INSTANCE ID="p@41457@" PART_OF_SPEECH="p">

<VARIANTS>

<LITERAL LEMMA="Capri" SENSE="1" STATUS="new"> </LITERAL>

</VARIANTS>
<INTERNAL_LINKS>

<RELATION R_TYPE="belongs to_class' ID="IR205444>
<TARGET_CONCEPT ID="n@18567@" PART_OF_SPEECH="n">
<LITERAL LEMMA="isola"' SENSE="1"> </LITERAL>

</TARGET_CONCEPT>
</RELATION>
</INTERNAL_LINKS>
</WORD_INSTANCE>
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|mp0rta 3t Itallano Lemma Ca UEHInannie iLdigiig. - d
[ i) Lenma| [Capd o @ r
Esai Interompi | Pulizci | # Senso; I JZI

The proper Capri has | senses: = :

Warianti italizane:

B o

A | Pl A

1

Synzet di riferimento Ip#41457 Caprt j

Relazioni con
Wh italiano | 1L | WN inglese 1 Terminologia 1

[JBELONGS TO CLASS (1)
b isola - terra completamente circondata dal mare

Fig. 11: Example of an IWN entry: “ Capri”

3.2.3.5 Synoptic table of information types in the EWN and IWN lexicons.

The following table is a means to give an overview of the @ntent of the typicd IWN entry: for
ead entry componrent, it says whether the type of informationis present or not and in which field of
the record you ore findit.

It isimportant to nae that the table has the function to describe the potentiality of the linguistic
model and that much of the information that is passble to expressis only optional and it has not
adually been massvely codified in the data (only synornymy and hyp(er)onymy are not optional).

The information in E(/)WN is nat bili ngual in the proper sense, sinceit is redized by means of
an interlingual modue and nd via adired crosslingual bilingua link.n this snse, the “target
language” nation is ambiguous. the target language is firstly the language of the query target
wordnet, secondy it isthe American-English o the ILI.The relation with the other wordnets is only
established indiredly: ead site maps its g/nset diredly to the ILI and the lexicographer has no
idea dou how the trandation will be redized in the various languages, the equivalenceis passhle
only if the other wordnets link meanings to the same ILI-record.

The outcome of the translation among parallel wordnets depends on haw the link to the ILI
isredized (Peterset a., 1998.

If the same @ncept is present in the languages A and B but not in the ILI, the trandlation is
not going to take place

If the concept is redized in the same way in the languages A and B (with the same semantic-
syntadic structure, with the same group d synornyms etc.) but it doesn’t exadly match with an ILI
synset, then the relation ketween the word meaning (wm)(A) and wm(B) will not be a guivalent
synorymy.
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During EWN, this problem has been studied through an analysis of the ILI gaps. Some
reaurrent gaps, due to dfferent lexicdisation petterns in the various languages, have been
highlighted and a model of a cndensed and unversal index of meaning was propaosed (for further
detail s, seeVossn at a., 200Q.

The result of this work could be very important to better expressthe full potentiality of this
resource in multili ngual applicaions. The advantages of an interlingual rather than a crosslingual

approach in CLTR arediscussed in Golzalo et a., 1998.

Table 11: Lexical Information in the EWN(/IWN) lexicon

Entry component Present Representation in the Lexicon
headword v LITERAL

Phonetic transcription

variant form v LITERAL+VARIANTS

inflected form

Cross-reference

Morphosyntactic Information

a | Part-of-speech v PART_OF_SPEECH
marker
b | Inflectional class
c Derivation v RELATION R_TYPE “Derivation”
d | Gender v FEATURES
e | Number v FEATURES
f Mass vs. Count
g | Gradation
Subdivision counter
Entry subdivision v The subdivision of each entry in different literals
Sense indicator SENSE
10 | linguistic label USAGE
11 | Syntactic Information

a | Subcategorization

frame

b | Obligatority of
complements

¢ | Auxiliary

d | Light or support verb

construction

e | Periphrastic
constructions
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f Phrasal verbs

Collocator

h | Alternations

12 | Semantic Information
a | Semantic type v « has_hyperonym » relation and, by means of the Base
Concepts set, Ontological information
b | Argument structure
¢ | Semantic relations v Internal relations
d | Regular polysemy v Multiple inheritance with disjunction and conjunction
features
e | Domain v Sublanguage and information in the Domain Ontology.
f Decomposition
13 | Translation v TL equivalent reached via an equivalent relation
14 | Gloss v DEFINITION
15 Near-equivalent v RELATION R_TYPE “near_synonym”
16 | Example phrase v EXAMPLE
(straightforward)
17 | Example phrase v EXAMPLE
(problematic)
18 multiword unit v LITERAL
19 | Subheadword also
secondary headword
20 | usage note v USAGE LABEL
21 Frequency
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3.2.4 PAROLE-SIMPLE lexicons

3.2.4.1 General overview of the PAROLE-SIMPLE lexicons

SIMPLE is a projed sporsored by EC DGXIII in the framework of the Language Engineaing
programme. This projed - which has ended on April 30" 2000 - has developed core semantic
lexicons for 12 languages (Catalan, Danish, Dutch, English, Finnish, French, German, Greek,
Italian, Portuguese, Spanish, Swedish), with a harmonised common model that encodes gructured
"semantic types' and semantic (subcaegorisation) frames.

SIMPLE shoud be considered as afollow up to the PAROLE projed, becaise it adds a semantic
layer to a subset of the existing morphdogicd and syntadic layers developed by PAROLE. The
semantic lexicons (abou 10,000word meanings) have been bult in a harmonised way for the 12
PAROLE languages. Both are based on EAGLES recommendations. These lexicons are partialy
corpus-based, exploiting the harmonised and representative @rpora built within PAROLE. The
lexicons have been designed beaing in mind a future aosslanguage linking: they share and are
built aroundthe same re ontology and the same set of semantic templates. The "base @mncepts’
identified by EuroWordNet (abou 800 senses at a high level in the taxonamy) are used as a
common set of senses, so that a aosslanguage link for al the 12 languages is aready provided
automaticdly through their link to the EuroWordNet Interlingua Index (see
http://www.let.uva.nl/~ewn).

The PAROLE-SIMPLE Lexicons (henceforth P-S) are threelayered lexicons, whose entries are
encoded at the morphdogical, syntactic and semantic level:

» The PAROLE part of P-S contains ~20.000entries (verbs, nours, adjedives, numeras, adverbs,
pronours, prepasitions, conjunctions, determiners, interjedions), ead encoded at the
morphdogicad and syntadic level

= The SIMPLE part of P-S contains ~10.000senses of PAROLE entries (~7000 nous, ~2000
verbs and ~1000adjedives), eadt linked to the relevant syntadic descriptions

Although PAROLE and SIMPLE respedively correspondto a morphosyntadic and a semantic
lexicon, they shoud regarded as a unique and coherent body, since they have been bah bult in
acordance to the GENELEX relational model. Moreover the threelayers are interlinked, so that,
for instance argument pasitions defined at the semantic layer in SIMPLE are asciated to the
relevant syntactic positions defined in the PAROLE lexicon, and complex interadions between
syntadic dternations and semantic interpretations can be represented. Each piece of linguistic
information is encoded by means of SGML tags, defined in the GENELEX PAROLE-DTD. P-S
lexicons do nd contain multiword expressons.

The P-S lexicons are pubicly available through ELRA. Samples of the PAROLE-SIMPLE
entries for the 12 Ilexicons ae aalable & the proed Web dte
http://www.ub es/qil cut/SIMPL E/simple.html
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In what foll ows, we give abrief description d the syntadic part of P-S, to then passto dscussin
more detail s the linguistic model underlying the semantic encoding in SIMPLE and the organization
of the semantic entries.

3.2.4.2 The morphosyntactic layer (PAROLE)

The following is the morphasyntadic information represented in the P-S lexicons. Each pieceof
information corresponds to spedfic SGML elements or attributes, as defined by the PAROLE-
DTD:

Morphological Levd:
» Grammaticd caegory and subcategory
= Gender, number, person, mood
* Infledional class

=  Modificaions of the lemma

Syntactic Levd:
¢ Idiosyncractic propertiesof an entry wrt a gven syntactic construction:
» |diosyncratic behaviour with resped to speafic syntadic rules (passvisation, middle, etc.)
= Subclass auxili ary (only for verbs)
= Masdcount, 'pluraiatantum’ (only for nours)
= Attributive vs. predicative function, gradability (only for adjedives)
= Semantic subtype and part of speed to which they are related (only for adverbs)
¢ Subcategorization frames:
» List of syntadic positions (at most 4: PO, P1, P2, P3)
=  Optiondity of aposition
» Syntadic constraints and property of the possble 'dot fill er'
= Grammaticd function (for verbs and ceverbal nouns)
» Possble syntadic redizations of the pasition

= Morphosyntadic and/or lexicd fedures (agreement, prepositions and particles introducing
clausal complements)
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» |nformation oncontrol (subjed control, oljed control, etc.) and raising properties

» Position d the lemmawith resped to its complements

3.2.4.3 The semantic layer (SIMPLE)

The SIMPLE model is based on the recommendations of the EAGLES Lexicon/Semantics
Working Group (http://www.ilc.pi.cnr.itt EAGLES96/rep2) and on extensions of Generative
Lexicon theory. An essentia charaderistic is its ability to cgpture the various dimensions of word
meaning. The basic vocabulary relies on an extension d "qualia structure" (cf. Pustgjovsky 1995
for structuring the semantic/conceptual types as a representational device for expressng the multi -
dimensional asped of word meaning.

SIMPLE aso provides a common "library" of language independent templates, which ad as
"blueprints” for any given type - refleding the cndtions of well-formedness and poviding
constraints for lexicd items belonging to that type.

The SIMPLE model thus contains threetypes of formal entities (cf. aso fig. 12):

1. SemU - word senses are encoded as Semantic Units or SemU. Each SemU is assgned a
semantic type in the ontology plus other sorts of information which are intended to identify a
word sense, and to dscriminate it from the other senses of the same lexicd item. SemUs are
language spedfic. SemUs which identify the same sense in diff erent languages will be assgned
the same semantic type.

2. (Semantic) Type - it corresponds to the semantic type which is assgned to SemUs. Each type
invalves, among others, structured information, aganized in the four Qualia Roles, adopted in
the Generative Lexicon framework. The Qualia information is rted ou into type-defining
information and addtiond information. The former is information which intrinsicdly defines a
semantic type a it is. In ather words, a SemU can nd be asgned a cetain type, unessits
semantic content includes the information that defines that type. On the other hand, additional
information spedfies further semantic comporents a SemU, rather than entering into the
charaderization d its ssmantic type.

3. Template - a schematic structure which the lexicographer uses to encode agiven lexicd item.
The template expresses the semantic type, plus additional information, e.g. damain, semantic
class gloss predicative representation, argument structure, pdysemous classes, etc. Templates
are intended to guide, harmonize, and fadlit ate the lexicographic work. A set of top templates
have been prepared during the spedficaion phese, while more spedfic ones may be eventually
elaborated by the diff erent partners acrding to the need of encoding more spedfic conceptsin
agiven language.

The SIMPLE mode provides the formal spedficaion for the representation and encoding of the
following information (the items marked with an asterisk, refer to the information which is
obligatorily encoded for every word sense):

=  Semantic type (*)

= Domain information (*)
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= Glossaa(*)
= Argument structure (*)
=  Semantic roles and selediona restrictions onthe aguments (*)
= Event typefor verbs (*), to charaderize their adionality behaviour

= Link of the arguments to the syntadic subcategorization frames, as represented in the PAROLE
lexicons (*)

= Type hierarchy information
= Quaiainformation,in terms of bath feaures and relations between SemUs
= [nformation abou regular polisemous alternation in which aword sense may enter

= Information concerning crosspart of speed relations (e.g. "intelli gent” - "intelli gence"; "writer"
- "to write")

= Eventual collocaions from the corpus

= Synorymy relations

The hierarchy of types has been further subdvided in three layers (for a sample see fig. 13
below):

= The Core Ontology - it is formed by those types which have been identified as the central and
common ores for the mnstruction d the different lexicons in SIMPLE. The Core Ontology has
been elaborated acrding to the foll owing criteria:

1. Their central positionin the organization d the lexicon;

2. The fad that they are widely adknowledged in the linguistic, NLP literature and in applied
systems as core nations for the semantic charaderization o words;

3. The low level of granularity of the semantic description they provide, which also ensures
their multili ngual usability. Therefore, the dements of the Core Ontology represent the
highest nodes in the hierarchy of types.

= Remmmended Ontology - thisis formed by more spedfic types (lower nodes in the hierarchy),
which provide amore granular organization d the word-senses.

» (Language) Spedfic types - more detail ed types may be aedaed in order to arganize alexicon
for language-, damain- or applicaion-spedfic neels. These types are not provided in the
spedficaion phese, and can be eventualy added if their elaboration is consistent with the
organization d the rest of the SIMPLE model.
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Language Independent Module

Template

Type
Ontology

Danish Lexicon

Catalan Lexicon

|| Greek Lexicon

PAROLE
Syntax

Predicate, arguments,
selectional restrictions

Qualia

Derivation

Polysemy

Fig. 122 SIMPLE overall structure

1. TELIC[Top]

2. AGENTIVE [Top]

2.1.Cause [Agentive]

3. CONSTITUTIVE [Top]

3.1.Part [Constitutive]

3.1.1. Body part [Part]

3.2.Group [Constitutive]

3.2.1. Human_group [Group]

3.3.Amount [Constitutive]

4. ENTITY [Top]

Fig. 13: The SIMPLE ontology. a sample
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Presently, the SIMPLE semantic lexicons do nd contain any multili ngual information na any
multili ngua link, athouwgh the 12 lexicons have been developed in paralel and acwrding to a
unique, highly constrained linguistic model. The turning of SIMPLE lexicons into red multili ngual
resources is envisaged in the nea future, and experiments in this snse ae drealy ongoing (cf. for
instance Vill egas et al., 2000.

Word senses to be encoded for ead lexicd head have been usualy identified by using medium-
size mondingual dictionary. As a genera constraint, all the senses belong to PAROLE entries.
SIMPLE lexicons are general purpase lexicons and the lexicon popuation hes been determined
acording to the two following criteria:

1. guaranteang that all the semantic types of the ontology are instantiated (so that different
semantic areas of the lexicon are represented);

2. closure of the entries, so that every sense of a given PAROLE entry have been encoded.

The information contained in the SemU has been seleded ontwo basis: (i.) information povided
by medium-size resources (either manually or automaticaly extraded) (ii.) corpus-evidence The
various lexicons differ depending on the balance between these two strategies.

Semantic information describing the SemU content is represented in terms of three formal
entities gedfied by the SGML DTD:

1. Features - domain information, semantic dass template type, etc.

2. Semantic relations between SEmUs - They include (i.) 4 hierarchicd organized sets of
Qualia relations (one for Quale); (ii.) derivationa relations; (iii.) poysemous
information; (iv.) synorymy; (v.) collocaions

3. Predicative Representation - spedfies the predicae to which a SemU is associated. On
turn a predicae is gedfied by the number of its arguments, semantic roles, seledional
preferences on the aguments.

The following isasmall sample of the 66 semantic relations adopted in SIMPLE:

Name Description Example Type

Is a member_of <SemU;> is a member or element of <senator>;<senate> Constitutive
<SemU,s.

Is a part_of <SemU;> isa part of <SemU,> <head>;<body> Constitutive

Used_for <SemU,;> is typicdly used for <eye>;<see> Telic
<SemU2>

Used_as <SemU;> is typicdly used with the <wood>;<material> I nstrument
function which is expressed by <SemU,>
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Resulting_state <SemU;> is a trangition and <SemU,>
is the resulting state of the transition

<die>;<dead>

Constitutive

Creded_by <SemU.> is obtained, or creaed by a
certain human processor adion <SemuU,>

<bodk>;<write>

Artifadual_agentive

Purpose <SemU,> is an event corresponding to
the intended purpose of <SemU,>

<send>;<recave>

Telic

3.2.4.4 The structure of an entry in the PAROLE-SIMPLE lexicons

3.2.4.4.1 Morphdogicd level

<MuS

id=" MUS_aumentare_VERB" %% morphdogical unit identifier%%

gramcat="VERB"
autonomy="YES"

synulist="SYNU_aumentare_V SYNU_aumentare_V_2">

describing the syntactic behavior of the entry%%
<Gmu

inp="GINP_294">  %%inflediond code%%
<Spelling>aumentare</Spelling></Gmu></MuS>

3.2.4.4.2 Syntadic level

<SynU

id="SYNU_aumentare_V"  %%syntactic unit identifier%%

naming="aumentare"
example="Il pane aumenta di dieci lire"
comment="inadj"
description="i -adj_ppdi*) - xe">

<CorrespSynUSemU  %%ink to the semantic units%%

targetsemu="USem3981"

correspondence="ISObivalent"></SynU>

<SynU
id="SYNU_aumentare_V_2"
naming="aumentare"

example="aumentare i prezzi del 10 per cento"

comment="tr P2 tr/P1in"
description="t -adj_ppdi *) -xa">
<CorrespSynUSemuU
targetsemu="USem3980"
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correspondence="ISOtrivalent"></SynU></SynU>
%%Every SynU describes a particular syntactic behavior of the morphdogical unit in the Description ohed. This on
turn spedefies the Self objed (describing the property of the entry in the given syntactic context), andthe Construction
objea (spedfying the subcategorization frame assciated to the given syntactic description).%%

<Description

id="i -adj_ppdi*) -xe"
example="Il pane aumenta di dieci lire"
self="SELF_V_xe"

construction="i - adj_ppdi*)">

<Self
id="SELF_V_xe"
intervconst="1_V_xe">

<IntervConst
id="1_V_xe"
syntagmatl="S T V_xe">
<SyntagmaT
id="S_ T _V_xe"
syntlabel="V"
featurel="T_AUX_essere">
<SyntFeatureClosed
featurename="MORPHSUBCAT"
value="MAIN"></SyntagmaT>

<AuxFeature
id="T_AUX_essere"
value="essere">

%%The aonstruction shown below describes the intransitivereading o the verb 'aumentare’ (to increase), with two
syntactic positions%%

<Construction
id="i - adj_ppdi*)"
syntlabel="Clause"
selfinsertion="1">
<InstantiatedPositionC
range="0"
optional="YESO"
positionc="P_subj">
<InstantiatedPositionC
range="1"
optional="YESO"
positionc="P_adj_ppdi*'></ Construction>

%%The objed 'PositionC' describes the grammatical function andthe reali zation o a syntactic position%%

<PositionC
id="P_subj"
function="SUBJECT"
syntagmacl="S_NT_np">
<PositionC
id="P_adj_ppdi*"
function="ADVERBIAL"
syntagmacl="S_NT_ppdi3">
<SyntagmaNTC
id="S_NT_np"
syntlabel="NP"></SyntagmaNTC>
<SyntagmaNTC

id="S_NT_ppdi3"
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syntlabel="PP"

featurel="T_di">

<SyntFeatureClosed
featurename="SYNSUBCAT"
value="WITHOUTDET"></SyntagmaNTC>

<LexFeature
id="T_di"
featurename="INTROD"
value="di"
mu="MUS_di">

3.2.4.4.3 Semantic level

%%The following SemU describes the inchoative meaning d the verb 'aumentare’ (to increase)%%

<SemuU
id="USem3981"
naming="aumentare"
example="la popolazione & aumentata del 10 %"
comment="BC 10"
freedefinition="accrescer si, salire di prezzo"
weightvalsemfeaturel="TSVP_CHANGE_TS_classificateur_de_verbe C
WVSFDirectionUpPROT WVSFEventTypeTransitionPROT WVSFTemplateChangeofvaluePROT
WV SFUnificationPathRelationalchange - AgentivePROT"> %%These features describe the semantic
type, the position o thistype in the overall ontology, the evet type%%
<PredicativeRepresentation
typeoflink="Master"
predicate="PREDaumentare - 2"> %%Name of the predicate to which the given SamU s
asgciated, andtype of the asciation%%
<RWeightValSemU
weight="PROTOTYPICAL"
comment="cambiare"
target="USem3939"
semr="SRlIsa"™> %%Semartic relation. The example reports a case of Is_alink%%
<RWeightValSemU
weight="ESSENTIAL"
comment="aumentare"
target="USem3980"
semr="SRPolysemyChangeofvalue = - Causechangeofvalue">%  %Semartic relation
expressng aregular paysemous link withy the SemU corr espondng to the ausativereading d the same veb%%
<RWeightVal SemU
weight="PROTOTYPICAL"
comment="DUMMYmaggioreAl"
target="USemD5448"
semr="SRResultingstate">
<RWeightValSemU
weight="PROTOTYPICAL"
comment="cambiamento"
target="USem3960"
semr="SRAgentive">
<Predicate
id="PREDaumentare -2"
naming="aumentare - 2"
type="LEXICAL"
multilingual="No"
argumentl="ARGOaumentare - 2 ARGlaumentare -2">  %%Number of semantic arguments of the
predicate asciated to the SemU via the predicative representation%%
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<Argument
id="ARGOaumentare - 2"
semanticrolel="RoleProtoPatient"
informargl="INFARGT90"> %%Semantic role of the argument%%
<Argument
id="ARGlaumentare - 2"
semanticrolel="RoleUnderspecified"
inform argl="INFARGT96">
<InformArg
id="INFARGT90"
weightvalsemfeaturel="WVSFTemplateEntityPROT"> %% Selediond preferences onthe
arguments%%
<InformArg
id="INFARGT96"
weightvalsemfeaturel="WVSFTemplateAmountPROT">

3.2.4.5 Synoptic table of information types in the PAROLE-Simple lexicons.

In the following tables, we give an overview of the cntent of the dictionaries investigated in this
survey onthe basis of the "Lexicd Informationin hilingual resources’ grid.

1. Entry comporent - name of the relevant componrent of the lexicon
2. Present - it marks whether a componrent is represented in P-S

3. Representationin P-S- it sayswhere and hav the cmponrent is represented in the P-S lexicons.

Table 12: Lexical Information in the PAROLE-SIMPLE lexicons

Entry component Present Representation in P-S

1 Headword v It is the value of the id attribute in the
Morphological unit

N

Phonetic transcription”
Variant form

4 Inflected form v Morphological units contain a link to the
inflectional tables where number, gender, mood,

w

* The phonetic transcription will be encoded in the mntinuation of the PAOLE-Simple projed, the Italian National
Projea CLIPS.
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tense information is contained, as well as the
particular way in which the lexeme is inflected

5 Cross-reference
6 Morphosyntactic information
a Part-of-speech marker v Value of the gramcat attribute in the
Morphological unit
b Inflectional class v Morphological units contain a link to the
inflectional tables where number, gender, mood,
tense information is contained, as well as the
particular forms of a given entry
c Derivation v Cross part of speech relations are marked
through derivational semantic relations between
SemUs
d Gender v Expressed in the Ginp associated to a
Morphological Unit
e Number v Expressed in the Ginp associated to a
Morphological Unit
f Mass vs. Count v Expressed in the Morphological Unit
g Gradation v Expressed in the Morphological Unit
7 Subdivision counter
8 Entry subdivision v Value of the attribute id in the SemUobject
9 Sense indicator v This information is captured by the values of the
attributes naming , example and comment,
which conjointly give clues to show the specific
sense encoded in the SemU
10 Linguistic label v Only for information about the terminological
domain
11 Syntactic information
a Subcategorization frame v Described in the Syntactic Units specifying
the number of positions, the syntactic realization
(type of phrase, introducer, etc.). Each syntactic
description is then linked to a Semantic Unit,
and the argument structures are linked to their
syntactic realizations
b Obligatority of v Marked in the Syntactic Unit
complements
c Auxiliary v Marked in the Self object associated to a
Syntactic Unit
d Light or support verb
construction
e Periphrastic constructions
f Phrasal verbs v
g Collocator v Optionally encoded in the semantic layer: typical
subject, typical object, etc.
h Alternations v Represented in terms of syntactic descriptions
(i.e. subcategorization structures) linked in a
Frameset
12 Semantic information
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a Semantic Type

Represented as link between a Semantic Unit
and a node in the Ontology of semantic types

b Argument Structure

Represented in the Predicative Representation
associated to Semantic Units: it contains a link
between the Semantic Unit and a predicate, on
turn defined in terms of the number of
arguments, their thematic roles, and selectional
preferences

c Semantic relations

Represented as relations between Semantic
Units (e.g. hyperonymy, meronymy, and many
others)

d Regular polysemy

Represented as relations between Semantic
Units

e Domain Represented as link between a Semantic Unit
and a node in a hierarchy of domains
f Decomposition
13 translation
14 gloss In the attribute freedefinition aglossis
specified, as derived from a medium-sized
monolingual dictionary
15 Near-equivalent
16 Example phrase (straightforward) This is the value of the attribute example
17 Example phrase (problematic)
18 multiword unit
19 subheadword
(secondary headword)
20 usage note
21 frequency

The morphasyntadic, syntadic, and semantic information represented in P-S lexicons can

be combined to cary out various types of tasks. In what follows, we will ill ustrate how the P-S
lexicd entries can be used to handle some of the aosslingua lexicd phenomena seleded for the
lexicon survey task in the ISLE projed. There ae two mgor caveasto consider:

1. Asadrealy naticed abowve, crosslingua links are nat explicitly part of the P-S lexicons. Hence,
what is given here shoud be better regarded as an ill ustration o possble ways to tadkle some
crosslingual lexicd phenomena, given the information available in P-S and the achitedure of
these lexicons;

2. Multiwords expressons are not currently represented in P-S (they are added in afew extensions
within National Projeds).
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3.3 Resources for MT systems

3.3.1 Eurotra Bilingual Lexical Resources

Eurotra was a transfer based and syntax driven MT system which dedt with 9 languages (Danish,
Dutch, German, Greek, English, French, Italian, Spanish and Portuguese). Mondingual and
bilingual lexicd resources were developed for al languages and, in the cae of bilingual, in all
possble diredions. All information was encoded as Feaure-Value pairs in ASCII files. Eurotrais
no longer developed na suppated (adthough there ae MT systems closdly related, such as
PaTrans), bu the interest in considering its lexicd resources comes from the dforts made to
minimize the transfer comporents by agreang in the information to be dedt with for translating
among the 9 languages.

Transfer was performed in EUROTRA between the InterfaceStructure of a source language and the
InterfaceStructure of atarget language. The strategy adopted in the EUROTRA Trandation System
with resped to transfer is to start from InterfaceStructure representations which overcome, as much
as posshle, structural differences between languages. This is done by treaing some phenomena
interlingually (like semantic treament of tense and asped) and by neutraising different surface
redisations (as, for example, elevating prepositions of governed elements, defining common
argument structure definitions, etc.). This drategy aims at keeping transfer as smple a possble by
reducing its operations, in the best case, to the mpying of interlingual information and reutrali sed
structures.

Thus, sense distinctions were to be identified in mondingual anaysis, and the bili ngual resources
refer to these sense distinctions for relating two lexicd entries as trandational equivaent.
Information that is used to dstinguish dfferent readings mostly concerns to argument structure
differences, semantic typing of heals, and semantic typing of the aguments. Termindogicd
readings were dso taken into acourt.

3.3.1.1 Bilingual Information in an Eurotra entry

Table 13: Summary of theinformation typesin the Eurotra lexicons

Entry component | Present Information content
1 headword v lexical unit (lu): lemma
2 phonetic
transcription
3 variant form v alternative spellings were encoded as different lexical units
4 inflected form NO, but information was used when needed in the form of

attribute-value features

5 Cross-reference

6 Morphosyntactic information

93



ISLE IST-19991064 7WP2-WP3

a Part-of- v
speech
marker
b Inflectional v
class
c Derivation v Major derivational patterns encoded as features
d | Gender v Encoded as a feature (gen)
e | Number v Encoded as a feature (nb)
f Mass vs. v Encoded as semantic typing (sem)
Count
g | Gradation

Subdivision counter

Entry subdivision

Sense indicator

10 | linguistic label
11 Syntactic information
a | Subcategoriza v Exhaustive subcategorizaton information in terms of syntactic
tion frame complements and arguments related.
b | Obligatority of v Included in subcategorization information
complements
c | Auxiliary v Encoded for those languages which required it as a feature
d | Lightor v Support verbs constructions were encoded in predicative nouns,
support verb where the different verbs chosen by the particular noun are
construction encoded as values of different features (see below)
e | Periphrastic
constructions
f Phrasal verbs v Phrasal verbs identified during analysis become a lexical unit
g | Collocator
Alternations v Encoded in subcategorization information
12 | Semantic information
a | Semantic type v Semantic typing but different systems used for different
languages
b | Argument v Argument structure and the semantic typing of the arguments
structure were encoded for the major categories
c | Semantic
relations
d | Regular
polysemy
e | Domain v Terminological items where marked as such but no domain
classification
f Decomposition
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13 | Translation v Encoded in the bilingual transfer modules

14 | Gloss

15 | Near-equivalent

16 | Example phrase
(straightforward)

17 | Example phrase
(problematic)

18 | multiword unit v Different treatments. See Complex transfer below

19 | subheadword
also secondary
headword

20 | usage note

21 | Frequency

3.3.1.2 Simple Transfer

Transfer is sSmple when the lexicd units of the source language ae exchanged for the lexicd units
of the target language, and al other information contained in the structure and in the set of fedures
is copied. It is complex if the structure is transformed and information contained in the fedures
changed.

Simple transfer is performed mainly by the built-in default translation mechanism of al the
trandators in the system. The default translator copies gructures and those feaures dedared bah in
the source level and target level fedure dedaration. The only explicit operation we ned is for
simple lexicd trandfer, i.e. fedure rules (f-rules) which change the lexicd unit value from the
source language into the target language lu-value. This comporent together with lexicd
mondingual information for bath the SL and the TL can be wmnsidered hilingual dictionaries. To
perform the mapping from alexica entry in the SL onto ore lexicd entry in the TL the lu-value has
to be speafied with the reading number (an attribute-value pair which identifies snse distinctions
based onformal differencesin the encoding of the entries), when more than ore realing of alexicd
unit exists (3.2.1.2.3.

Lexicd Disambiguation is performed through the same rules that perform lexicd transfer if the
relevant disambiguating feaure is present at the led node.
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3.3.1.3 Complex Transfer

For complex transfer, explicit feaure and structural rules which owerwrite the built-in default
trandator where used (seesedion 5).

Complex Lexical Transfer

We have dready said that the transfer translator has one main function in the Eurotra Trandation
System, namely to perform simple lexicd transfer between two languages, to map lexicd units
from one language onto lexica units of anather. Thisis not always possble through simple lexicd
transfer rules, which perform one-to-one mappings. There ae two cases of spedal relevance First,
when it is required to expressthe mntext of alexicd unit to deade the right translation. Second,
where there is no ore-to-one mapping.

Disambiguation through context

In order to contextualise alexicd unit the mother and/or sister nodes have to be described. Thisis
dore by means of structure rules, which do na delete information, a change structure, but perform
thetrandation o alexicd unit in agiven context.

example:
seit => desde _hace
=> desde

The strategy here is to speafy the cntexts which determine the translation d the prepaosition 'seit’
into either 'desde’ or 'desde _haceé.

tseit = PP:{cat=pp}
[P:{cat=p,d_lu=seit},
(ADVP:{cat=adv},
NP:{cat=np}
[N:{,
N(AP:{cat=ap,d_semtype=temp};
ORD:{cat=ordp};
DEM:{cat=demp};
N2:{cat=np,dtype=poss})])

]
=>
PP<P:{e_lu=desde},NP<N,AP,ORD,DEM,N2>>.

tseit2 = PP:{cat=pp}
[P:{cat=p,d_lu=seit},

NP:{cat=np,d_msdefs~=msdef}
[N:{cat=n,d_semtype=temp},

CAR:Mcat=cardp},

AP:Mcat=ap,d_semtype~=temp},
QUANT:Mcat=quantp}]]
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=>
PP<{cat=p,e_lu=desde_hace},NP<N,CAR,AP,QUANT>>,

For other cases of lexica coll ocations the cntext the lexicd unit standsin has to be fully speafied.
This is the cae for the German verb 'kommen' which in the ontext of 'zum Einsatz kommen' is
translated for 'entrar en funcionamiento'.

teinsatzkommen = S:{cat=s}{V:{cat=v,d_lu=kommen},
ARG1:{role=argl},
~{cat=pp}
[~:{cat=p,d_lu=zu},
~:{cat=np,cs=CS,argtype=AT}
[~:{cat=n,d_lu=einsatz}]],
ANY:*{role=mod}]

=>
S<V:{e lu=entrar,e_isframe=argl_ 2},
ARG1,
{cat=np,role=arg2,cs=CS ,argtype=AT,e_msdefs=msabs,nb=sing}
<{e_lu=funcionamiento}>,

ANY>.

The German expresgon 'sich auf einer Umlaufbahn bewegen' has to be tranglated into Spanish as
‘describir una orbita.

tsichbewe = S:{cat=s}
[V:{d_lu=sich_bewegen,isframe=arg2_PLACE},

~:{cat=np,role=arg2,nb=NB,argtype=AT,person=PE,cs=CS}
[N:{cat=n,d_lu=satellit},

MOD:{role=mod,cat=quantp}[M:{cat=quant,d_lu=all}],
MOD2{role=mod,cat=advp}|,
~:{cat=pp,role=argPLACE}
[~:{cat=p,d_lu=auf},

~:{cat=np,nb=NU,argtype=A,d_msdefs=MS,person=P,cs=C}
[N2:{cat=n,d_lu=umlaufbahn},
MO:*{role=mod}]],
ANY:{role=mod}]

=>

S:{dia=activ}<V:{e_lu=describir},

{cat=np,role=argl,nb=NB,argtype=AT,person=PE,cs=CS}
<N,MOD<M,MOD2>>,

{cat=np,role=arg2,nb=NU,argtype=A,e_msdefs=MS,person=P,cs=C}

<N2,MO>,
ANY >,
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No structural corre spondence

The first case where the mapping is not one-to-one happens when ore entry in the SL has to be
mapped orto two entries of the TL.

The second case of no ore-to-one mapping, and thus ancther important source of complex lexicd
transfer, occurs when lexicd units of one language have no dred correspondenceto lexicd unitsin
other languages. Lexica units may correspondto structure or may have no correspondence d all.

A very frequent case occurs with complex lexicd units (compound uiits, fixed phrases and idioms)
which have no correspondant lexicd unit in the TL. These complex lexicd units have to be
transformed in transfer into more @mplex phrasal structures, which dften involves caegory
change. This is dore by deleting the whale phrase & the left hand side of a structural rule and
creding the new phrase & the right-hand side.

examples:
DE: inletzter Zeit ES: dltimamente
EL: aurio ES: en € futuro
EN: confidently ES: con seguridad
DE: beispielsweise  ES: por gemplo
DA: genophbygningsperiode ES: periodo e reconstrucaén
DE: Kommunikationsweg ES: enlacede comunicadon
DE: Seekabel ES: cable submarino
rules:

tult = ~:{cat=pp}
[~:{cat=p,d_lu=in},
~:{cat=np}[~:{cat=n,d_lu=zeit},
~:{cat=ap}[~:{cat=ad],d_lu=letzt}]]]
=>
{cat=advp}<{cat=adv,e_lu="dltimamente'}>.

tseekabel = ~:{cat=n,d_lu=seekabel,nb=N}
=>
{cat=n,e_lu=" cable',nb=N},{cat=ap,role=mod}

<{cat=adj,e_lu='submarino’}>
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3.3.2 MT systems Metal and Logos

3.3.2.1 Transfer conditions

The following description d transfers is based on an investigation d the transfer passhiliti es of
bath the LOGOS and the METAL trandation system. It maps their posshiliti es into a awmmon
framework propaosal which will be used as a basis for the spedficaion d the OLIF interchange
format as developed in the OTELO projed.

The description assumes that thereis a syntadic tree & input of the transfer phase. This treefollows

an X-bar scheme, and asaumes a flat structure of the head and al its modifiers on the XP levdl;
something like:

XP XP V1 XP XP XP XP N1 XP XP

The hed o the onstructionis marked.

All nodes are ssumed to have feaures and values attached; these fedures and values cover
syntadic functions (like subjed, degp-dired objed etc.) as well as (morphg)syntadic information
(like part-of-speed, gender, etc.).

Theideaisto seled 1:n transfers by describing tests and adions. Tests and adions can be described
astree onfigurations. To give an example for atest:

de en
bestehen auf etw. insist on sth
bestehen aus etw. consist of sth

So transfer is leded onthe basis of the existence of a PPwith a cetain prepaosition. Depending
on the value of the canonicd form of this preposition, the transfer is sleded. More examples can
be foundin (Thurmair, 1990.
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Similarly, transfer adions would be described:
de en

er gefallt mir I likehim

In this case, the grammaticd functions must be danged: The German subjed node will become
the English indired objed node, and the German dred objed will be assgned the English subjed.
Thisagain can be expressed in terms of nodes and feaure decoration.

In METAL, these phenomena ae cdled complex lexicd transfer, as it is not structural transfer
(which shoud nat invalve lexicd items) because it istriggered by lexicd units, bu it isalso nd just
lexicd replacanent asit has effeds on the syntadic structure and tree evironment.

The following sedion pesents an owerview of the different possbilities and the feaures
involved for METAL and LOGOS. It covers the magjority of cases of complex lexicd transfer, and it
spedafiesthe feaures and treestructures which are accesed in these operations.

While the airrent report describes the state of the at in transfer-based MT (looking at
Globalink's rule dlitor in the Barcdona techndogy shows that the same medhanisms are used
there), we shoud go beyondthislevel of descriptionin ISLE. What these MT systemsredly doisa
kind d word sense disambiguation at transfer time, and they try to find clues of which sense could
have been meant in a given constell ation. However, having more daborated semantic madinery as
proposed by SIMPLE could ease the task of transfer, by moving the sense disambiguation into the
analysis part, and have an easier transfer part then. Even then, however, significant madiinery is
needed to describe ollocaional patterns, multiword expressons, and the like.

So we would still need the morphaosyntadic madiinery, bu enrich it by information onsemantic /
pragmatic level.

The OTELO LDB will offer the user the option o spedfying condtions for transfer relations.
Since the statement and manipulation d these cndtions often requires more extensive linguistic
and system knowledge, only users with administrator accessto the DB will have the aiuthorization
to creae/modify them.

The OTELO definition shoud represent general linguistic requirements as refleded in the
current spedficaions for relevant MT systems.
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Parts-of-Speed for which Transfer Conditions can be Formulated

Transfer condtions $houd be definable for the foll owing parts-of-speed:

* Noun

« Veb

* Adjedive

* Adverb

* Preposition

Not al systems suppat condtionsfor al of the éowve five parts-of-speed, e.g., Logos does nat
permit users to generate Semtab rules indexed from prepaositi ons.

[0 Note: How to hande lexicd information that is generated via OTELO, bu richer in detail than
an adua MT system allows, isatopic for further discusson.

Content of Conditions

Transfer condtions generally define a ontext for the translation d a sourceword/phrase into a
target word/phrase. These andtions consist of:

a) Thespedficaion d context elements for the word/phrase. (These dements usually fall
within the syntadic frame defined for that particular word/phrase.)

b Testsonthe feaures/values associated with these mntext elements.

The mntext elements are cdegorized based onthelr part-of-speed. Tests on context elements can
be tests on fedure values that are assgned in the lexicon, as well asfeaure values that are assgned
in the analysis process

O Note: Whether we nedal to incorporate consistency cheds to reconcil e transfer condtions for a
given word/phrase with its g/ntadic frame is open to discusson. Thiswould in any case be
difficult to doaaossthe board, since some systems, e.g., Logos, do nd have eaily accessble
codings for syntadic frames.
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In addition to statements regarding context elements, atransfer condtion can spedfy atest onthe
sourceword/phrase itself asa condtion for tranglation.

Context Elements

The part-of-speet of a word/phrase determines the types of elements that can constitute a ontext
for transfer. (1. through (5) detail suggested context elements for the parts-of-speed listed in
abowe.

1 Context Elementsfor Nouns

» Attached prep phrase(s) = NPP..
» Attached pessessvephrase = N (of) N
» Descriptive ajedive = AdiN

» Prepin ptraseinwhich noun= Prep N
Isobjed of prep

2 Context Elementsfor Verbs

* Nounarguments = V N(Subj), N(DO), N(10)

* Attadhed prep phrase(s) = V PP..

* Adverb = V Adv

* Predicae aljedive = V Ad

3 Context Elementsfor Adjedives

* Heda noun = Ad| N

* Adverb = AdvAd|

* Attadhed prep phrase(s) = Adj PP... (predicae ajedive)
4 Context Elementsfor Adverbs
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* Prep phrase (?) = Adv PP

5 Context Elementsfor Prepositions

* Noun ohed of prep = PrepN
* Prep phrase = Prep NPP

Tests on Context Elements

As noted, tests on the mntext elements gpedfied in atransfer condtion refer to feaure values either
hard-coded in the lexicon a assgned duing analysis. In generd,

» A test for part-of-speed value is the only obligatory test

» Bodean combinations of tests are permitted to the extent that the relevant MT systems suppat
them.

Some tests on context elements are independent of part-of-speed designation, dhers are speafic to
nours, verbs, etc. Thefollowingisan initia suggested list of feauresto be tested:

» Part-of-speet

» Canonicd form of element (also as head of nouncompound
* Semantic type

* Syntadic type

* Natural gender

» Caselrole

e Number

* Degree
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Testson the Source Word/Phrase

Fedure values aswociated with the source word o phrase can serve & well as tests for transfer.
Several refer to the broad text context of the sourceword/phrase, eg., value for subjed area Others,
like tests on context elements, are ather explicitly coded in the lexicon a assgned by analysis.
Again, some of these feaures refer to all parts-of-speed, some ae spedfic to part-of-speed.

* Semantic type
* Subed area

* Product

* Company

e Number

* Voice

e Case

» Tense

* Degree

Full Idiomatic Phrases

The user shoud be ale to enter full phrases as a mntext element for the source word/phrase; this
implies that the transfer condtionis stisfied if the inpu source string matches word-for-word with
the mndtionasit is gated, e.g., trip the light fantastic, bein ha water.

Heads of Compounds

Transfer condtions that are formulated for a spedfied source nounshoud be valid for compound
nours that contain the source nounas head.

Usage of Synonyms

A common wish-list element for MT users is the aility to speafy synonyms as part of transfer
condtions, e.g., Xistrandated as Y in the mntex of Z or any synonyms of Z. Sincelinks based on
synorymy are part of the Otelo DB spedficdions, using them to fill out transfer condtions is
something that could be discussd further.

Target Transformations

In addition to stating condtions for transfer, the user shoud also be aleto indicate caes in which
the standard system handing of a particular string will not work given the context. In these cases
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(at least some of them!), the user can define spedal transformations urce-to-target that apply

under the ndtions pedficdly indicaed by the user.

General Options

Users $oudd have the option d asdgning transfer to any element in the transfer condtion
statement. If the transfers that are asgned are nat arealy in the lexicon, the user can be queried
on whatever asciated grammaticd information is necessary to generate the corred form(s) for the

transfer, e.g., gender, morphdogical pattern codes, adedive pasition.

List of Transformations

Transformations dhoud be possble if the source word/phrase is one of the following parts-of-

speed:

* Noun

« Veb

* Adjedive

* Prepaosition

Noun Transformations

* Add prepasition to context noun

» Déeete prepaosition from attadhed PP,
assgn caselroleto N

e Add ceterminer to N

 Dedetedeterminer from N

* Add descriptive ajedive

* Deélete descriptive ajedive

NN -> NPrepN

NPrepN ->NN

N -> DetN
NN->NDetN

N Prep N -> N Prep Det N
DetN ->N

N Det N -> NN

N PrepDetN -> N Prep N
N->Adi N

AdiN -> N
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Verb Transformations
* Add nounargument;
assgn caselroleto N
* Deéelete nounargument
* Add pepasitionto ojed N
» Deélete preposition from attached PP,
assgn caselroleto N
* Reorder cases/roles of argument N's
» Change voiceof verb;
adjust cases/roles of nounarguments
* Addadverb
* Delete alverb
* Add pedicae ajedive

» Delete predicae ajedive

2.1.1 Adjedive Transformations

e Addadverb

 Delete adverb

2.2.4 Preposition Transformations

* Add determiner for noun olped
» Deélete determiner for noun olped
* Add cescriptive ajedive

* Deélete descriptive ajedive

VN->V
V N ->V Prep N

VPrepN ->VN

V N1N2->V N2 N1
V(adive) -> V(passve)
V (passve) -> V (adive)
V ->V Adv

V Adv->V

V ->V Ad

V Adj >V

Ad| -> Adv Ad]

AdvAdi ->Ad]

Prep N -> Prep Det N

Prep Det N -> Prep N

Prep N -> Prep Adj N

Prep Adj N -> Prep N
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Note: Aswith the statement of transfer condtions, transformation statements shoud be relegated to
administrators.

3.3.2.2 Synoptic table of the information types in the METAL lexicons.

Table 14: Lexical Information in the METAL lexicons.

Entry component Information content Present

1| Headword lexical form(s) of the headword: v
how the headword is spelt

2| Phonetic transcription how the headword (or variant
form etc.) is pronounced (in
International Phonetic Alphabet)

3| Variant form alternative spelling of headword v
or slight variation in the form of
this word

4| Inflected form other grammatical forms of the v

lemma (headword)

5| Cross-reference indication of another headword
whose entry holds relevant
information, or some other part
of the dictionary where this may

be found
6 Morphosyntactic information
a| Part-of-speech part of speech of the headword v
marker (or the secondary headword)
b | Inflectional class Inflectional paradigm of the entry v
c | Derivation Cross-part-of-speech-information,
morphologically derived forms
d| Gender Information about the gender of v
the entry in SL and TL
e | Number Information about the grammatical v
number of the entry in SL and TL
f | Mass vs. Count Information whether a noun is v
mass or count, in SL and TL
g | Gradation For adverbs and adjectives v
7| Subdivision counter indicates the start of new section
or subsection (‘sense’)
8| Entry subdivision separate section or subsection in
entry (often called dictionary
sense)
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9

Sense indicator

synonym or paraphrase of
headword in this sense, or other
brief sense clue indicating specific
sense of SL or TL item

10 | Linguistic label the style, register, domain,
regional variety, etc. of the SL or
TL item
11 Syntactic Information
a| Subcategorization (i.) Number and types of
frame complements

(ii.) syntactic introducer of a
complement (e.g. preposition,
case, etc.)

(iii.) type of syntactic
representation (e.g. constituents,
functional, etc.)

etc.

b | Obligatority of Information whether a certain
complements complement is obligatory or not
c | Auxiliary Which type of auxiliary is
selected by a given predicate (in
certain languages auxiliary
selection is related to issues like
unaccusativity, which on turn lies
at the interface between lexicon
and syntax)
d| Light or support verb Constructions with light verbs
construction
e | Periphrastic Constructions containing
constructions periphrasis, usage, semantic
value, etc.
f | Phrasal verbs Particular representation of
phrasal constructions
g| Collocator (i.) typical subject /object of
verb, noun modified by adjective
etc.

(ii.) type of collocation relation
represented)

etc.

h| Alternations Syntactic alternations an entry
can enter into
12 Semantic Information

a| Semantic type

Reference to an ontology of types
which are used to classify word
senses

b | Argument structure

Argument frames, plus semantic
information identifying the type of
the arguments, selectional
constraints, etc.
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¢ | Semantic relations

Different types of relations
(e.0. synonymy, antonymy,
meronymy, hyperonymy, Qualia
Roles, etc.) between word
senses, etc.

d | Regular polysemy

Representation  of  regular
polysemous alternations

e | Domain

Information concerning the
terminological domain to which a
given sense belongs

f | Decomposition

Representation of relevant
meaning component, e.g.
causativity, agentivity, motion, etc.

13

Translation

TL equivalent of SL item

14

Gloss

TL explanation of meaning of an
SL item which has no direct
equivalent in the TL

15

Near-equivalent

TL item corresponding to an SL
item which has no direct
equivalent in the TL

16

Example phrase
(straightforward)

a phrase or sentence illustrating
the non-idiomatic use of the
headword, in a context where the
TL equivalent is virtually a word-
to-word translation

17

Example phrase
(problematic)

a phrase or sentence illustrating a
non-idiomatic use of headword in
a context where a specific TL
equivalent is required (i.e. an SL
example which is easily
understandable for the TL
speaker, but presents translation
problems for the SL speaker)

18

Multiword unit

(idiomatic) multiword expression
(MWE) containing the headword
(the term MWE covers idioms,
fixed & semi-fixed collocations,
compounds etc.)

19

Subheadword also
secondary headword

lemma morphologically related to
the headword, figuring as head of
a sub-entry (subheadwords can
be compounds, phrasal verbs,
etc.)

20

Usage note

how the headword is used;
‘macro’ information which cannot
appear at every appropriate entry;
warning of cultural differences
between the two languages; etc.

21

Frequency

Information about the frequency
of the entry
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3.3.3 Dictionaries of the Japan Electronic Dictionary Research Institute

3.3.3.1 Introduction

The Japan Eledronic Dictionary Reseach Ingtitute Ltd (EDR)(http://www.iij net.or.jp/edr/) was
established in April 1986,with an overal budget of 14 Llli on'Y en covering the period upto the end
of thefiscd yea 1994.

EDR is suppated by:
* The Japan Key Techndogy Center
* Fujitsu Ltd
* NEC Corporation
» Hitadi, Ltd
»  Sharp Corporation
» ToshibaCorporation
» Oki Eledric Industry Co Ltd
* Mitsubishi Eledric Corporation

e Matsushita Eledric Industrial Co Ltd

In addition to the lexicd resources themselves, EDR also works on designing corpus bulding and
processng tods, and ontods for creaing and manipulating lexicad data bases and knavledge
bases. EDR is interested as much in todls for the lexicographer as in tods for the end-user (to
customise or seled dictionary material for use in a NLP system). The EDR corpora cmprised some
20 Milli on sentences in Japanese and English.

The EDR English dctionaries were built with very little ad from native English informants,
although eff orts have been made to redify this.

It is noticedle that the EDR dictionaries have been designed, implemented and constructed
largely by computer scientists and engineas. There is no linguistic theory underlying the EDR
dictionaries. This raises the serious douli as to whether the information will be & all re-usablein a
meaningful sense by theory-based NLP systems.

English descriptions are predicaed largely on the neals of algorithms commonly used to process
Japanese. They are dso predicaed onthe types of descriptions traditionally used for Japanese. This
leads to a symmetricd structure over the EDR dictionaries which is useful from the point of view of
ease of maintenance and processng, however it has the undesirable dfed, taken together with the
lack of theoreticd linguistic founditions, of leading to a blurring of boundaries between linguistic
levels. Thisis e particularly in the aeas of orthography, morphographemics, morphosyntax and
syntax. It is consequently very difficult to see how to relate the neeals of a typicd Western NLP
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system that relies on the identification d various well-known linguistic levels to the data and their
clasgficaionand descriptionin the EDR dictionaries.

Thereis, it must be said, alot of probably very useful surfaceobservation d the aoccurrence of
lexicd elements in the English Word and Cooccurrence Dictionaries, derived from corpus
processng, which shoud prove re-usable in the sense of being useful inpu for processes that may
yield more theoreticdly adequate material.

It is difficult to judge the usefulness of the Japanese dictionaries, however it is assumed that
these dictionaries have been bult through consultation with NLP systems designers in the EDR
investing companies, who resumably have some hope of re-using the dictionary information.

3.3.3.2 Overall Structure of the EDR lexical resource

There ae several EDR Dictionaries. We ded here only with those containing general language:
Japanese Word Dictionary (260,000words), English Word Dictionary (190,000words), Japanese
Coocurrence Dictionary (900,000 pheses), English Cooccurrence Dictionary (460,000 pheses),
Japanese-English Bilingua Dictionary (230,000 words), English-Japanese Bilingual Dictionary
(160,000words), Concept Dictionary (400,000concepts)

EDR derived the dictionaries from 2 corpora of some 20 milli on sentences ead, in Japanese and
English.

The dictionaries are inter-related structurally in a mmplex fashion There is however a measure of
redundancy in some dictionaries, as various parts are (conceptually) repeaed from other
dictionaries. For example, the bilingual dictionaries include surfaceoriented information from the
two word dictionaries.
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3.3.3.3 Name of Resource: EDR Japanese Word Dictionary

Organization and Structure of resource

Structure of dictionary entry:

Headword information

text form of headword (‘normal notation’)

canonicd form (‘retrieval entry’ — the invariable portion d a string d characters — nat
equivalent to the word stem)

constituent information — indicates where other words or phrases can ke inserted in a
compound eadword. Generalisation is adiieved through use of word classes (drawn
from the EDR Cooccurrence Dictionary) in the constituent expressons. By convention,
‘I separates the units of a ompoundword, ‘//' indicates where aword may optionally
beinserted, a where @nstituent order may change and‘*’ stands for any word class

left and right side adjacency attributes — indicate the possbility for joining morphemes

(a mixture of morphosyntadic, morphagraphemic and cooccurrence information).
These dtributes are for use in rules for both analysis and generation. Adjaceicy
attributes can appea on bdh headword and the cmporents of constituent information.
The divisioninto left andright refleds EDR’s bidirediond connedion method which
describes conredivity of amorphemeto itsleft andto itsright.

extra notation — For Japanese, gives the uninfleded part of a headword in katakana
when the pronurciation and namal notation are & odds (used for kana-kanji conversion
and for determining word readings in text). For English, contains the entry word string
with syll able markers to be used for hyphenation (nat given however for compound).

Syntadic information

part of speed (includes phrasal caegories for compound)

syntadic tree— represents a structure of a compound word with its constituent words.
Thetree ca represent:
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* optional and obigatory elements
* empty nodes where ill -defined modifiers may be inserted
» theboundriesof a @mnstituent which can be moved to ancther pasition within the tree

» |eft andright adjacency attributes for the words of the compound

Word form information (any form not covered by the following will appea as a headword in its
own right)

Japanese

word forms of conjugated words
conjugation type for —

verbs

adjedives

adjediva nours

auxili ary verbs
compoundwords
conjugation constraints

English

infledioninformationfor verbs, nours, adjedives & adverbs
case and number information

spedal infledioninformation (for irregular forms)

words modifiable by determiners and adverbs

modifiers of nours and adjedives

information onsyntadic dependency

spedal treament of noursin number agreement

Surface cae of predicaes
Asped
Categorisation o verbs

information onfunction words (particles, particle- equivalents, forma nours, auxili ary verbs, etc.)

Usage information
Frequency of occurrence of the headword in the EDR corpus

Pronurciation
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Japanese

pronurciationin katakana

stressmarked by symbadls

no dstinction between voiced and resa

no spedal treament of ‘doude consonants’ or long vowels
standard Tokyo accent

rudimentary infledion for compound and idioms

English

pronunciationin IPA

optional sounds are bradetted
accents marked by diaaitics
gyllable divisonindicaed

Semantic information

headword and definition d asingle word entry OR headwords of a mmpoundentry and their
respedive definition, pus labelled relational structure of the compound

Ordering of senses: one entry refersto ore sense

3.3.3.3.1 Comments on EDR Word Dictionary

The EDR Word Dictionary records largely surface information on wordforms. The semantic
field o the dictionary entry contains @ minimum of information: effedively a definition d the
concept referred to by the entry headword. This field isused to index into/from the EDR Concept
Dictionary, where fuller semantic information may be retrieved, and where interlingual translation
may be dfeded. The headword information field (a omplex field) of the Word Dictionary also
alows indexing into/from the EDR Cooccurrence Dictionary and into the EDR Bili ngual
Dictionary.

The dictionary stores fullform words, as they occur in text. Within an entry, a canonicd form is
stored, however this does not necessarily represent what alinguist would recognise & a stem, bu is
simply the invariant part of a harader string, common to the several variants or redisations of a
word. It is possible that the indexing and hence organisation d the entry is in fad different to that
described in the available report (e.g. several text wordforms may map to an entry with ore
canonicd form, with its asociated information).

The nedds of Japanese for kana-kanji conversion are acommodated in a spedal field, the ‘extra
notation' field, whaose contents are dso used to aid in dsambiguation d senses.

There is an extensive anourt of detail on ‘adjaceicy’ information. That is, for ead lexicd unit,
information is given onposshle dements to the left and right of the lexicd unit. Such information
on context is gored to enable the writing of morphdogicd rules. The type of contextual information
stored varies over many different linguistic levels. E.g. morphographemics, morphosyntax,
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punctuation, syntax. Ead type of element that could occur to the left or right is given a unique
caegory code.

As for derivationa morphdogy, thisis largely missng from this dictionary as far as can be told
(@l relevant linguistic labels are given in  exenso with examples in the documentation, which
permits us to deduce the ladk of derivational morphdogy information). There is a minimal
treament only: E.g., for English, there is a label for prefix (ECF1) available in the right side
adjacency attribute set; and a label for prefix (EPF) in the syntadic information regarding parts of
speed; there is adso a syntadic part of speed suffix label (EUN) which is however apparently
restricted to the ading of lexical units dencting units of measure such as ‘cm’ and ‘kg’ — in ather
words, ‘cm’ is coded as a suffix.

The description d English is heavily influenced by that for Japanese held in the Japanese Word
Dictionary. There is for example agrea detail on surface context of words (but compare dso the
information d the Cooccurrence Dictionaries). The reason given is that the description is dore in
this way to enable aNLP system capable of processng Japanese to re-use the same dgorithms and
techniques for English. Therefore the description d English effedively assumes that there is no
word boundry information avail able for example in the sentence string being analysed. Thereis no
indicaion that the descriptionis based onatheory of linguistics.

Syntadic information gives among other elements part of speed. A phrasa approac is adopted
to the encoding of compounds, which for severa yeas now has been rgeded as inadequate by
mainstrean linguistics. Compounds receve aseparate treestructure, which indicates posshiliti es of
optionality of arguments, insertion d modifiers, etc. Although al the avallable examples of
compound were of complex expressons such as phrasal verbs, phenomena such as nounrnoun
compound “N+N...+N” are dso caered for. Other information included in the syntadic description
concerns conjugation information, surface cae of predicaes, aspedua information for verbs,
information onfunction words, usage and pronurciation.

It shoud be noted that, in Japanese linguistics, there is a fuzzy distinction ketween morphdogy
and syntax, due to the nature of the writing system. Therefore, the distribution o what western
linguistics would reaognise @& morphdogicd and syntadic information ower the lexicd entry
appeas odd, whereas to a Japanese linguist this is perfedly natural. Nevertheless it is true to say
that the linguistic description appeas to be amuched in terms of ‘ naive (traditional) linguistics', and
does nat therefore make goped to any theoreticdly based ndions.

Minimal semantic information is included to enable the identification d a sense by a human. At
the computational level, the word dctionary entry contains a mapping to the concept dictionary
where the bulk of semantic informationis gored.

The EDR dictionaries are designed to be re-usable, however it is quite unclea to what extent the
Word Dictionary would be re-usable in a theory-based NLP system, e.g. a NLP system based on
JPSG (roughly: the Japanese euivalent of GPSG), or, more generaly, any NLP system which
implemented a standard Western view of processng charader strings which is at odds with the
EDR asaumed view. It islikely that much o the contextual information could be extraded and re-
expressad as general rules. The division and dstribution d a particular type of information (e.g.
morphdogicad) over several EDR-spedfic ‘linguistic’ levelsis abarrier to re-usability that would
have to be overcome.
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3.3.3.4 EDR Japanese and English Cooccurrence Dictionaries
Organization and Structure of resource
Structure of dictionary entry:

Headword-1 information — Identicad to that contained in the @rrespondng Word Dictionary.
Coocaurrencerelation between Headword-1 and Headword-2 —

The syntadic role of two words/morphemes is expressed by a @occurrence relation. There ae &
many separate cccurrence dictionary entries as possbhle aoccurrence relations between any
given pair of Headwords. However, a aoccurrence relation can also describe a relation between
groups of words/morphemes. Words/morphemes therefore can be grouped into classes for the
purpose of establi shing cooccurrencerelations.

Note: Extra naation for a Headword is not given in the Cooccurrence Dictionary — this however is
avallablein the asciated Word Dictionary.

Ordering of senses: one entry refers to ore moccurrencerelation ketween 2 Headwords (or classes
of Headword).

3.3.3.4.1 Comments

There is no avail able pulication devoted entirely to the Cooccurrence Dictionaries (as there is
for the other EDR dictionaries). This leals one to surmise that either thereis little more to be said
than what appeas in owerview pubicaions, or there has been little work in fad dore on the
Coocaurrence Dictionaries. As little is said abou progresson the Cooccurrence Dictionaries, this
reinforces the latter interpretation. However, Nakao (1990, while discussng tedhniques of
extrading data from the EDR corpus, naes that information for the Cooccurrence Dictionary is
obtained automaticdly to alarge degree

EDR defines cooccurrence a foll ows:

When a spedfic dement, such as a morpheme or phoreme, co-occurs with andher
element of the same type in ore word, plrase or sentence withou grammatical
demation, these two elements havea cooccurrencerelation.

(EDR, 199Gx17)
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The use of the phrase “of the same type” renders this definition somewhat obscure, as does the
usage of ‘grammaticd’. One might well prefer ‘pragmatic’ to ‘grammaticd’, as does EDR
elsawhere when it is noted that the Cooccurrence Dictionary gives

pragmatic information for generating asentencewith natural wording

(EDR, 199Gx3)

The stated role of the Coocurrence Dictionary is to aid in the seledion d trandation
equivalents. Where there ae several possble surface redisations of a concept dependent on
context (i.e. cooccurrence posshiliti es), then the Cooccurrence Dictionary alows the corred
choiceto be made. Thus, if a wncept has been previously identified such as DRIVE and there ae
severa possble surfaceredisations, then the Cooccurrence Dictionary is accessed to resolve the
ambiguity. To take an English example here, we may find headwords correspondng to DRIVE
such as ‘drive, ‘ride’, etc. The (English) Cooccurrence Dictionary would then reved cooccurrence
posshiliti es. For example, we may find the @occurrence etries (drive,@objedive,ca) and
(ride,@objedive,bicycle). The cmncept DRIVE will, we aaume here, stand in an ojedive relation
to another concept, say, AUTOMOBILE. Matching of this conceptual structure against the
headword cooccurrence posshilities of the Cooccurrence Dictionary will alow the headword
‘drive’ to be dosen in thisinstance, as oppased to ‘ride’, in ather words, this all ows generation d
“X drivesa ca” as oppased to the non-preferred “ X ridesa ca”.

A fuller trandlation based example foll ows below.

Asaime the following interlingual concept relation representations (see sedion onthe EDR
Concept Dictionary):

<cdach>-obed <cold> (tocacha wld)

<cdch>-obed - <flu> (to catch flu)

In Japanese, the @ncept <cach> is expressed by different words depending on the obed
concept. The Coocurrence Dictionary provides the foll owing information:

(kaze, @objedive, hiku) where ‘kaze’ = ‘cold’” and ‘hiku’ = ‘cach’
(ryukan, @objedive, kakaru) where ‘ryukan’ = ‘flu’ and ‘kakaru’ = ‘catch’.

The &owve surface ooccurrence information alows sledion d appropriate transation
equivaents in Japanese, yielding:

“catch a old” - “kazewo hiku”
“catch flu” = “rkukan nu lkakaru”.

The relationship between cooccurrence information, adjacency information and syntadic
information is unclea, given the ladk of theoreticd basis in the EDR Dictionaries. This is
espedaly true for the English Dictionaries. Reference to the English Word and Cooccurrence
Dictionaries $hows a lack of red distinction bketween what a linguist would recognize &
morphdogicd, cooccurrence and syntadic information: that is, we find, e.g. in the English
Coocaurrence Dictionary the fad that ‘un’ can cooccur with ‘fortunately’, and ‘an’ can cooccur
with ‘umbrella. This information is explicitly recorded via a ®occurrence relation label, despite

11€



ISLE IST-19991064 7WP2-WP3

the fad that in the former case we ae deding with a phenomenon from derivational morphdogy
and in the latter with a syntadic phenomenon d determination. Such information is presumably
aso expressd in dfferent form in the Word Dictionary (various notational medianisms are
available for this) in terms of e.g. adjacency attributes. Given the structure of the Cooccurrence
Dictionary, adjacency attributes are present in an entry, being part of the information recorded for
eath Headword pair in an entry. Derivational morphdogy however does appea to be dedt with
mainly in the Cooccurrence Dictionary proper as oppased to the Word Dictionary (i.e. by relation
labels between Headwords), althowgh there ae labels in the Word Dictionary for recording of
affixal information. Derivational morphdogy is apparently restricted to simple statements of
adjacency in the Cooccurrence Dictionary.

In genera, there gpeas to be aposshility of a cetain (even large) amount of redundancy
between Cooccurrence Dictionary information (expressed through relation labels) and Word
Dictionary information (expressed through several means, e.g. adjacency attributes).

In conclusion, we note that the bulk of data for the Cooccurrence Dictionaries appear to be
derived automaticdly from the EDR corpus, with some human intervention to tidy up manifestly
wrong or quite useless (too general) cooccurrences. We further note that (English) compound
words, such as nounnoun compounds, appea to be handed exclusively in the Cooccurrence
Dictionary (insofar as their surface daraderistics are mncerned), although this could be simply the
effed of choice of examplein the relevant documentation.

As regards re-usability, the available very limited description does not alow any acarate
asesgnent to be made. In particular, one would require details of the woccurrence etradion
algorithm, plus exhaustive information oncooccurrencerelation labels, before being able to form a
judgement as to re-usability. It is however likely that many relations have been establi shed, which
could prove if nat diredly re-usable (given the ladk of theoreticd basis prevalent in the EDR
dictionaries) at least indiredly re-usable dter manipulation.
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3.3.3.5 EDR Bilingual Dictionaries (Japanese-English and English-Japanese)
Organization and Structure of resource
Structure of dictionary entry:
Sourcelanguage headword information (identicd to that in the crrespondng Word Dictionary)

* Inter-lingual correspondence label — this field contains the label which gives the
bilingual (unidiredional) corresponcence between a pair of headwords (English—
Japanese or Japanese-English). There ae four values avail able, namely:

equivaent relation
synornymous relation
superset relation
subset relation

Target language headword information — same type of information as for source language entry,
plus ‘suppementary explanation’ for nonequivaent headwords

Notes onthe @rrespondencerelations:
The relations between correspondng headwords are described in an ordered fashion.

That is, preference is given to describing equivalence relations. If no equivalence can be
established, then a synonymous relation is edfied. Failing synonymy, a superset relation is
sought, and faili ng that a subset relation is establi shed.

» equivalencerdation: indicaes thereis a “nealy one-to-one wrrespondence|...] In many
cases, a[sourcel word can be replaced by a crrespondng [target] headword”.

» synorymous relation: here the source headword “differs enough from its correspondng
[target] headword that it canna be regarded as an equivaent relation’. Mistrandation
would result if a target headword were used for a source headword under the
synonymous relation without supdementary explanation.

» subset relation: indicaes that the source headword “covers a wider range of concepts
than the wrrespondng [target] word’. Thus, target headwords linked to source
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headwords by this relation can be used “only in speafic situations in which the [source
headword is used”.

* superset relation: indicaes that the target headword covers a wider range of concepts
than the source word. “A correspondng [target] headword can be used only when what
it representsislimited”.

Notes on the target headword information (correspondng headword):

This contains the same type of headword information as for the source language field, pus
additional information on‘supdementary explanations'.

EDR have set up severa criteria to guide seledion d target headword for inclusion in the
Bilingual Dictionary:

» atarget headword with correspondng grammaticd feaures isto be preferred. Note: this
enables a dient system to implement asimple transfer strategy.

» genera-purpose headwords are to be preferred: thisisto avoid too spedfic trandationin
spedfic contexts.

* target headwords that are ‘compad’ are to be preferred: this is to avoid the use of
explanatory phrases and complex phrases, seen espeaadly in a preference (in the
English-Japanese Bilingual Dictionary) for target headwords that are Chinese
compounds, rather than Japanese paraphrastic expressons for the same concept.

» if there is no passble target headword, dwe to lexicd gaps, then the source language
headword is borrowed for use & a newly-creaed target headword (with appropriate
conversion to target language conventions).

* if no equivalence relation can be established, then ‘supdementary expalanations are
added to glossthe type of relation (which then must be one of synonymy, superset or
subset).

Notes on ‘suppdementary explanations':

A suppementary explanation (or explanations) is recorded in the target headword field of the
Bilingual Dictionary in the cae where no equivalence relation can be established. This explanation
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suppdements the relation label of superset or subset, and is given in a ombination d a cded and
textual form. There aethree @des used:

1 —indicaes anarrowing down of the meaning of the target headword

2 — indicaes a restriction onthe situation in which the target headword is used, o to indicae
usage

3 — explains the meaning of the target headword

Code 1 is apparently used orly to glossa target headword in a superset relation; codes 2 and 3are
apparently used orly to glossatarget headword in a subset relation.

It isunclea from the documentation what happens in the cae of a synorymy relation.

The format of a supdementary explanationis:

(code: textual explanationin the target language)

Suppementary explanations are “described in natural expressons 9 that they can also be used as
part of the output sentences’.

Ordering of senses. one entry refers to ore bili ngual corresponcdence If a source language word has
severa trandations, then anew entry is st up for ead.

3.3.3.5.1Comments

It is important to nae that the EDR Bilingual Dictionaries establish hilingual correspondences
between words, na concepts. They are dealy intended to suppat bili ngual NLP appli caions that
exploit the nation d simple transfer, that is, where word-for-word trangationis pradised (based on
a ompaositional analysis, typicdly, as in Eurotra), and where the target expresson is constrained to
be of the same grammaticd caegory as the source expresson.

Nevertheless as on as description departs from the redm of equivalence relations (effedively
equivalence of two words in context), correspondence between concepts necessarily enters into
consideration. The EDR Bilingual Dictionaries note unidiredional relations of equivaence
synornymy, superset and subset between source and target words, athouwgh it is apparently the cae
that these relations are set up onthe basis of conceptual criteria. However, the enphasisis dill on
words. The superset relation for example indicaes that a target word covers a greaer range of
concepts than the source word viewed from the point of view of the source languag — the target
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language may nat in fad recognze more than ore concept, but from the point of view of the source
language we note that the target language word can be used to refer to more than ore source
language concept. If therefore asource language word is en to be paysemous or homonymous
with resped to the target language, although it may nat be seen to be such in the source language, a
new bili ngual entry is constructed for ead correspondence

An urfortunate asped of the EDR documentation is that it obscures the role of certain o the
interlingual relations due to badly chosen examples. This can be seen in the description d e.g. the
subset relation where it is clamed Japanese ‘mugi’ maps to three different (narrower) English
words ('barley’, "'whed’ and'rye’), there being no equivalent English generic word. The asciated
discusson havever notes that “mugi refers to grain”. Presumably, the agument is that "grain’ in
English has a wider reference than ‘barley’, ‘whea’ and ‘rye’, unike Japanese ‘mugi’ which refers
only to these three ceeds. Thisis however not stated explicitly. The point however is well -taken,
namely that there is a neead to record interlingual subset mappings and moreover to gloss the
meaning of the target via‘supdementary explanations'.

More problematic is the exad nature of the synonymy relation. The documentation states that al
nonequivalent mappings are further glossed via ‘ suppementary explanations’, and yet enters into
detall only on ‘suppgementary explanations' for subset and superset relations. Indeed, the cdes 1
...3 are distributed only over these two relations (see dowe). This leaves the synonymy relation
quite underdescribed. EDR itself appeas to be undedded as to the usefulness of the synonymy
relation, as we ae informed that the number of words that have translation words with the
synornymy relation is only abou 300 d 400,000words in the Word Dictionaries. EDR further
informed us that the relation might be danged into some other relation, hawvever current
documentation still mentions the synonymy relation.

The technique of using ‘suppdementary explanations complements the use of al non
equivalencerelations’, and is meant to indicate to the target language user how the target expresson
is constrained, by offering a cded indicdgion o modificaion, together with a brief textual
explanation. The textual explanation is constructed in such a manner that it can be diredly
incorporated as part of the output text of some system (all things being equal) — however it is not
intended that such suppgementary information shoud aways be output. We naote a somewhat
unconvincing example, namely the corresponcdence (superset relation here):

Japanese English

keshigomu (1:pencil ) eraser
kokubankeshi (1:bladkboard) eraser
inkukeshi (L:ink) eraser

It is the cae that English can quite happily admit ‘pencil eraser’ as a mwmpoundword, as it can
also ‘blackboard eraser’ and ‘ink eraser’. The problem is then ore of deding with reduced forms of

5but appearsto bein fad used orly for subset and superset relations — which may just be due to aladk of attentionin decumentation.
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compounds (or, in a different world, identifying concepts and their names as redised in dfferent
environments). In ather words, it is the cae that ‘keshigomu’ can map to 2 English strings, namely
‘eraser’ and ‘pencil eraser’, which are one might say textual variants. The examples given havever
omit to mention the possbility of a mapping to a nonreduced compound.This does nat mean that
this mapping may not exist somewhere (presumably as an equivalent relation mapping). If such a
mapping to a nonreduced compound des not exist, howvever, then thereis a strong likelihoodthat
oddtranglations will be produced whenever the nonreduced compoundappeas in a text. The result
typicdly produced for atranslation d an English sentence @ntaining the string “pencil eraser” into
Japanese would then be something like (glossed in literal English to aid clarity):

“...enpitsu-yoo-no (3:enpitsu) keshigomu ..” “...pencil (3:pencil) eraser ...".

Here, we aume the mapping of the example entry ‘eraser’ - ‘keshigomu’ and also the
mapping for an entry ‘pencil’ - ‘enpitsu’. The dements ‘yoo” and ‘no’ are particles.

We hasten to emphasize this is a rather naively constructed example (Japanese generation may
prefer oher methods for expressng the modificaion relation ketween the lexemes ‘keshigomu’ and
‘enpitsu’). However, it is quite likely that redundant information will be generated in the
trandation. Naturally this depends heavily on many other details. We wish here smply to state a
passble shortcoming of the bili ngual mapping strategies adopted in the EDR bili ngual dictionary.
Thisis aproblem for other dictionaries as well as the EDR ones. It is also the cae that one may
argue that a dictionary shoud provide information that is smewhat reduncant, and let NLP system
strategies filter out the adually required information. What can be noted in the EDR dictionary
however is that in the cae of superset and subset relations, these are not totally formally described:
there ae ‘supdementary explanations' that are given in freetext form, and that, it is dated, can be
output as part of the target trangdlation.

There is clealy an interadion to be cnsidered between suppdementary explanations and
cooccurrence information. It may be the cae, for example, that the target language @occurrence
dictionary could help seled the crred translation by matching the wider sentential context against
coocurrencedictionary entries. Thisinteradionis not discussed in EDR reports.
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3.3.3.6 Name of Resource: EDR Concept Dictionary

Organization and Structure of resource

Overadl, the dictionary has the form of what EDR cdl a ‘hyper-semantic network’ (a semantic
network which contains ssmantic networks embedded in its nodes, and in which nodes in embedded
networks are dlowed to form links outside their embedded network).

The detail ed structure is described and commented on el ow.

3.3.3.6.1Comments

The Concept Dictionary is viewed as the ‘key dictionary’ by EDR. It is intended to provide
interlingual conceptual information suitable for at least Japanese and English. The methoddogy
chosen to develop the dictionary (seebelow) is intended to ensure that the cncept dictionary can
also be used for other languages, as it is intended to refled ‘universa knowledge' that is
independent of language.

The main oljedive of the mwncept dictionary is to provide ameans of translating between English
and Japanese, in situations where syntadic or cooccurrence methods fail, or where semantic
information must be recvered or inferred which is perhaps missng in the surfacesentence (cf. the
case of elided paost-prepositions in Japanese, or word order changes in Engli sh).

Consultation d the ancept dictionary allows “predse remgnition d the semantic relationships
between words’ to be adieved. In amadine translation environment, use of the cmncept dictionary
“extends the range of appropriate wording and enhances the variety of expressons in the target
language”. The ancept dictionary comes into play when there is a neal for the equivalent of
complex structural transfer, as well as when higher level semantic information must be accesed.
The comparison just made refleds a particular strategy, which need na in fad be followed. The
EDR dictionaries are dedarative knowledge sources which can be used individualy in dfferent
ways by different strategies. For example, a particular NLP system might operate largely with
conceptual information after accessng the gpropriate concepts, and pay little dtention to e.g.
cooccurrenceinformation.

There ae two main parts to the Concept Dictionary, namely the Concept Description and the
Concept Clasdfication.

The Concept Descriptionis ahorizontal description. It is based on analysis of sentences from the
EDR corpus, and yields a network of conceptual case relations among concepts (agent, oljed,
implement, locaion, etc.), with suppgdementary relations to expressattributes such as asped and set
values (such as ‘generic’, ‘al’, etc.) (see below). These relations are referred to as ‘ conceptua
relations’ . Note that as we ae deding with concepts, the ‘case’ roles are nat to be understood as
giving e.g. nounarguments of verbs, bu giving insteal relations between e.g. events and oheds.
There is no indicaion given whether EDR has developed its own set of cases, or borrowed these
from elsawhere.
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The Concept Clasdfication is a verticd description, resulting from top-down human anaysis,
refleding an organisation via IS-A links (here: ‘kind-of’) . Other ‘semantic relations’ such as *part-
of’, ‘equivalent’ and ‘similar’ are dso used, howvever the primary organisation is dore in terms of
‘kind-of’ links. This gructure dlows reduction d information — it does away with redundant
information that can be inferred o inherited.

The Concept Clasgficaion and Concept Description are different views over the Concept
Dictionary, differentiated mainly by the type of relation involved: ‘conceptua relations’ link items
of the Description, whereas ‘semantic relations link items of the Clasgficaion. However, the
overal structures of these two views are the same. In this snse, the structural organisation d the
Concept Dictionary is kept relatively simple.

The centra unit of the Concept Dictionary is the ‘headconcept’. This is an identifier for an
individual concept expressed by aword in the Word Dictionary. Word Dictionary entries contain a
field which hdds the headconcept aword is related to. Polysemy leals to separate headconcepts for
ead sense of aword.

A concept indicated by a headconcept is “an abstrad esence of the @mmon meaning of a
word, free from shades of meaning generated under various stuations’. This means that concepts
are seleded and represented which do na rely on any viewpaoint or intention d spegers, and do no
rely on contextually or situationally dependent contexts. A concept in EDR’s view is “a class of
images consisting of common attributes and comporents regarded as independent of the context or
situation”. For example, the concept <chair> is taken to relate to: a set of images of types of chair a
set of images creaed by the group d attributes which describe a dair

Headconcepts are identified onthe basis of common sense. Separate cncepts are recognised for
derived, figurative and metapharicd meanings. It shoud be noted that concepts are not defined by
reference to sets of primitives. EDR explicitly rgjeds this method, as it is considered to be not
proven. EDR has smilarly regeded an approach which links ead word of a language to a concept
in a one-to-one relation. This latter approach would na alow establishment of an interlingua, at
least not diredly. In essence, EDR views concepts as aajuiring meaning through relation to ather
concepts. Definition d concepts and construction d relational structures must therefore proceed
hand-in-hand. The objedive is to describe a many concepts initially as possble, to describe their
relations to ead ather, and subsequently to modify the description d concepts in the light of
possble relations. This leals to a reductive gproacd (as does the primiti ve-based method) which is
however more likely to be dfedive, in EDR’sview, as a set of useful and well-defined interlingud
concepts will arise out of massve analysis of data, massve spedficaion d relations, and massve
re-appraisal of initialy-proposed concept descriptions (indeed, re-appraisal would probably take
placeon several occasionsin a gyclic methoddogy).

The methoddogy of concept and headconcept seledion and identificaion is important. The
objedive is to arrive & a set of interlingual concepts defined as the union d a set of language-
independent concepts and a set of language-dependent concepts. Miike (1990 entersinto detail on
this process The definition is central to the methoddogy. For the purposes of the following
description, ore may think of a headconcept simply as a definition (it is adualy a definition — or
other phrase identifying the concept — cum identifier). In summary, the set of headconcepts is
arrived at as follows: a headconcept is st up for ead word in a language Word Dictionary,
independently of other headconcepts (i.e. a definition is written). For every headword paired with
one of its headconcepts, lexicographers attach ather words that subsume the concept represented by
that headconcept. The words can come from nore than ore language. Note that subsumption is
typicdly the cae & there will be often no dred one-to-one @rrespondcence possble between
concept and word. One therefore ams for the most spedfic concept that is more genera than the
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meaning of the word under consideration. A listing is automaticdly produced o all headconcepts of
the words noted by lexicographers for ead headword-headconcept pair treaed in the @ove step.
This yields a group d healconcepts and asociated words with a suppased equivalence relation
haolding between them. Lexicographers sled one healconcept from ead group that represents a
concept common to the group d headconcepts. This dep is caried ou on the basis of considering
headconcepts alone, in isolation from their headwords. This is to avoid urificaion d concepts on
the basis of word-influenced senses as far as possble, and to render the headconcepts as language-
independent as passhle.

If no appropriate cmmon headconcept can be seleded for a group, then elither a new headconcept
is creded (i.e. a new definition is written covering the @ncept circumscribed pertially by eath
existing definition (headconcept)), or the groupis deleted (in the cae of groups containing totally
disparate headconcepts, as can happen). Once eab surviving goup es recaved a single mwmmon
headconcept, groups with similar or identicd common headconcepts are examined to determine
whether they shoud be @nflated o otherwise differentiated. The previously removed headwords
are re-instated for ead group, and lexicographers asked to match eat headword in a group with
the groupg s common headconcept. Some refinement or replacanent of the headconcept may take
place & thistime, in the light of the information krought in by the headwords now being avail able.
This methoddogy is claimed to yield a set of headconcepts that has been elaborated largely in
isolation from headwords. This clam is not without validity, however it requires a rather detail ed
and well-tried set of guidelines, to help lexicographers work in a way which is quite foreign to
them. Normally lexicographers proceed from word to concept, whereas in this instance they
proceal from concept to word (in much the same way as terminadogists work). This work, in the
context of large-scde mnceptual resources for NLP, isinnowative, and in the arrent framework of
EDR reseach there is a cetain amount of faith being invested in its ultimate validity and
usefulness For example, development of the English-based set of headconcepts involved
unification d headconcepts being undertaken while the development of guidelines for headword
atribution and indeal the feasibility of such attribution had na been worked ou. It shoud be
noticed that the methoddogy has been described in summary fashion above: there ae many stepsin
fad necessary to resolve cetain types of case.

We have entered into some detail here @ it is necessary to understand the methoddogy of
headconcept unificaionin order to appredate the are nature of the Concept Dictionary.

It is this methoddogy which results in a set of headconcepts which can be said to be the union o
language-dependent and language-independent concepts.

The Concept Dictionary is logicaly organised as a set of ‘conceptual relation representations’
(CRR. A CRR is a ‘hyper-semantic network’ (a semantic network which contains ssmantic
networks embedded in its nodes, and in which nodes in embedded networks are dlowed to form
links outside their embedded network). A CRR can represent a simple onceptual structure, based
on the simplest type of relational entity (the ‘concept entry’) or it can represent complex structures,
containing various combinations of concept entries and representations of compoundconcepts. It is
areaursive structure.

The unitsthat contribute to bulding complex CRRs typicdly have the form:
<concept name>[<internal structure>]

where <internal structure> is a patentialy reaursive structure @nsisting of combinations of
concept entries, single headconcepts and unts with further internal structure.
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Single headconcepts are the ‘leaves’ of CRRs. As auch, they are defined in terms of themselves,
asfollows:

<anima cdled bird>[<animal cdled hird>]

EDR does nat believe in setting arbitrary limits to the downwards expansion d its ontology: this
refleds the view that a useful set of headconcepts will result from cycli ¢ refinement and adjustment
—thereisno ndion d a‘demonstrably complete ontology’.

Formally, aCRRis described as:

<CRR> ::= <concept name>[<internal structure>] | <concept name>[<concept name>|
<interna structure> ::= <CRR>* <concept entry> <CRR>*

<concept entry> ::= <binary relation> | <unary relation>

binary relation> ::= <concept reference> — <attribute>{/ cetainty fador>} - <concept
reference>

<unary relation> ::= <concept reference> — <attribute>{/ cetainty fador>} — nil | nil — <
attribute>{/ certainty fador>} - <concept reference>

<concept reference> ::= <concept name>* | [<interna structure>]

<cetainty fador>::=1|0

<concept name> ::= <sentences, phrases, words for identifying concept> | ‘<’ <headconcept> ‘>’
<healconcept> ::= <identifier and definition for concepts descibed in word dctionary>
<relation label> ::= <identifier of relations between concepts>

<attribute> ::= <delimiter of concept range>

Note: this is only a partial, idealised grammar of a CRR, bu corred enough to indicae the
major structures involved. The cmplete grammar can be foundin the EDR Tednicd Report TR-
027 Concept Dictionary, on page 12.

A concept entry, which shows a @mnceptual or semantic relation between two entities of the
ontology, has the foll owing general shape:

concept_referencel— relation — concept_reference2

A relation can be ather a conceptua relation (agent, oged, ..) or a semantic relation (kind-of,
equivaent, ..).

The basic concept entry states arelationship between headconcepts:
heaolconcept1 —relation - he.aclconcept2

heaolconcept1 is said to bethe ‘centre of relation’ and rez;dconcept2 the ‘objed of relation’ (to be
distinguished from ‘objed relation’). Centre of relation headconcepts refer to events (eg.
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movement, adion, change) and poperties (eg. shape, weight, colour). Objed of relation
headconcepts refer to e.g. physicd objeds, abstrad things, human and animate concepts — they are
classfied onthe basis of their relation with centre of relation concepts.

An example of abasic concept entry is:
<ed>—agent - <bird>
<..>isused simply here to indicae aheadconcept.

The @ove epresss the fad that “the acncept bird is an agent of the ancept ed” (in an
undfferentiated sense here: we have left out other information such as asped and level of
genericity, for example).

Ead relation has an associated certainty factor, which indicaes whether the relation given by
the concept relation label is either possble (fador value = 1) or not possble (fador value =0).
When the fador value =1 it can be omitted (i.e. 1is the default value). In the &owve, the relation
‘agent’ could have been given an explicit certainty fador of 1: agent/1.

The use of 0 is smewhat dulbious, in ou view, as we seethat the indicaion d an impossble
relation is esentialy a highly strategic dedsion, that may not have well-founded criteria for use.
An example givenin the EDR literatureis:

<ed>—agent/0 - <stone>

i.e. that “stones don't ed”. There is no indicaion given as to when o how such Ofadors $oud
be used. It would appea to be highly unlikely that all impossble relations are explicitly marked.
This leals one to suppase 0 fadors are used strategically to avoid paentia clashes and ambiguiti es
—which if they exist would presumably indicate some fail ure in adequate discrimination d concepts
and/or the relations between them.

The nation d concept in the EDR dictionaries extends to that of a compoundconcept: in fad,
CRRs will typicdly represent the wmpound concept represented by a phrase, or sentence
Headconcepts will have been initialy gathered typicdly by consideration d individual concepts.
Compound concepts are cnstructed on the basis of corpus analysis, as “actua sentences are the
best means for judging the existence and types of concept relations’. Relations between concepts
are determined onthe results of automatic corpus processng (morphdogicd and syntadic analysis
— which increasingly use the growing EDR dictionaries). Lexicographers are presented with
subtrees showing various g/ntadic modificaion relationships over parts of sentences. Conceptual
relationships are spedfied onthe basis of these. If a particular relationship can bein fad inferred by
apped to the eisting dictionary conceptual structure and rules of inference and inheritance, etc.,
then that particular relationship is not recorded. CRRs must be ale to describe any posshble aoncept
(compound concept) and moreover similar concepts (compound concepts) shoud have identicd
CRRs.

Compoundconcepts will typicdly describe avariety of relationships among constituent concept
entries or embedded compoundconcepts. A simple ancept entry can form the basis of a owmpound
concept. Thus avery basic compoundconcept would lookin full li ke:

<abird flies>[<to fly in space> — agent/1 — <an animal cdled hird>]

which describes the mmpoundconcept <abird flies>.
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Interestingly, the foll owing causes no problem, even though the nature of flying and the nature of
the agent are cnceptualy diff erent:

<an agoplane flies>[<to fly in space> — agent/1 — <atransport means cdled agoplane>]

Here the same gent relation is used: any ambiguity will be resolved by apped to the cncept
clasgficaion and to combinability possbilities of the mmporent concepts. In ather words, general
relations can be used, dsambiguation keing effeded by other means.

A further exampleis:

<an appleisred>[<red colour> — objed - <fruit cdled apple>]

A more mmplex exampleis:

<sumo wrestlers drink much acohd> [<to dink> — agent/1 - <wrestlers of Japanese
wrestling>, <to drink>— ohed/1 - <alcohd>, <to drink>— quantity/1 — <alarge volume>]

Here, we have shown orly one level of embedding. Note that the main conceptual relationships
have been extraded and made explicit (there may of course be others).

It is clealy naticedle that compound concepts of the last type ae gproaching full sentence
representations. This is a point which is ssmewhat unclea in the EDR literature. We will return to
this below.

Due to the eistence of the concept clasdficaion (giving an IS-A network), a reference to a
concept in a CRR can be regarded as a reference to an entire dassof concepts. “when a cncept
appeas in the CRR it is regarded as representing one subclass of a dass In this case, the dass
itself is also regarded as one of the subclasses’.

Attributes of concepts are defined as super-classes in the concept classfication. Thisimplies that
descriptions can be kept within reasonable bounds, otherwise for ead dfferent attribute, a new
concept would have to be set up. Thisis gandard pradice in knowledge base design. For example,
we aould have a oncept of <institute which isabuilding> but instead we find in the dassfication:

<institute> — kind-of — <building>

If we subsequently are asked to verify, in the course of processng a sentencein an acdua NLP
applicaion: <buld>-obed - institute

we can verify this from the &owve kind-of link and also from:
<build>—kind-of — <construct> <construct>—objed - <building>
As noted abowve, concept entries can describe relationships between single headconcepts. They

can also describe relationships between various combinations of headconcept and complex
concepts (represented by an embedded CRR):

headconceptl— relation - heanlconcept2
headconcept —relation — embedded CRR

embedded CRR-relation - headconcept
13C
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embedded CRR-relation — embedded CRR

One therefore finds concept entries sich as:

[<to drink much alcohd> — kind-of — <to carouse>]

where <to drink much acohd> is an embedded CRR, represented by the compoundconcept:

<to drink much alcohd>[<to drink> — ojed - <acohd>, <to drink> — quantity - <a large
amourt>]

Note here the list of concept entries asciated with the @mpound concept name <to drink
much alcohd>.

<to carouse> is smply:
<to caouse>[<to carouse>].

By exploiting embedded CRRs and the different types of relations, we can buld up such
representations as.

<a person barows a thing from a person>[<to barow> — agent - <persorn>1, <to barow>
obed - <thing>, <to barow> —source - <person>2]

<a person lends a thing to a person>[<to lend> — agent - <persor>1, <to lend> — ojed - <
thing>, <to barow> — source - <persorn>2]

[<aperson barows athing from a person> — equivalent — <aperson lends athing to a person>,

<a person barows athing from a person> <persorn>1 — equivalent - <a person lends a thing to
aperson> <person>2,

<a person barows a thing from a person> <thing> — equivalent - <a person lends a thing to a
person> <thing>,

<a person barows a thing from a person> <person>2 — equivalent - <aperson lends a thing to
aperson> <person>1]

EDR employs various notational devicesin arder to simplify representations. We do nd address
this isaue here. The EDR formalism alows further for indicaion d scope of reference within
CRRs, acmording to explicit rules. There ae various dternative mnventions available to express
scope.

Again in order to simplify descriptions, EDR employs a small number of ‘ pseudo-relations’ such
as ‘posesor’ which replacefrequently occurring sets of relations. Thus, the complex:

<taro’s book>[<posess> — ohjed - <book>, <possess— agent — <taro>]
can be dternatively encoded as:

<taro’s book>[<book> — posesr - taro]
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Regarding unay relations, these ae used to indicae dtributes of concepts. Such attributes are
divided into ‘asped attributes', which are drawn from the set {begin, progress end, continue, state}
and ‘set attributes’, which are drawn from the set { generic, spedfic, some, al, na}.

Examples are:

<to be walking>[<walk> — progress - nil]
<apple> — spedfic - nil

<apple> —generic — nil

The latter two refled the diff erence between a spedfic instance of an apple (asin “I like this
apple”) andageneric nation d apple (asin “I like gples’).

In the wncept clasgficaion, ohed concepts can be spedfied for certain attributes.

Such attributes are set up based onthe type of relation label that can link them to particular types
of ‘centre of relation’” concept.

Thus, onthe basis of the link between, say, <person> or <animal>, arelation label agent and a <
controllable adion> concept, ore may set up <person(human)> or <animal(animate)>. This
particular areais however not exanded onin the EDR literature.

For ‘centre of relation’ concepts, suppdementary information can be included in like vein,
however the available EDR description d this information is vague. What is clea however is that
e.g. events of movement can have ‘property information' associated wtih them, e.g. ‘spatial
relation’ and aso ‘phase’ information, e.g. for <approach> the phase would be given as ‘shorten
distance.

In summary, we can say that the EDR Concept Dictionary provides an ortology of interlingual
concepts. This ontology is organised by conceptual case relations and semantic relations (the latter
yielding further an IS-A network). There is apparently nothing particularly innowetive &ou the
ontology — it implements many feaures to be foundin classcd Al knowledge bases. What is of
interest isthe EDR methoddogy for arriving at a set of interlingual concepts.

The following genera points can be made, given the avail able documentation: There is a vague
boundry between more smple and more complex concepts. EDR gives the impresgon that it is
interested in describing highly complex concepts that approadh the meanings of full sentences.
Thus, it would sean that EDR is interested in bulding an entire knowledge base, which goes much
further than relating words to their concepts with a measure of classficaion and inter-relation.
However, EDR did na exped to complete full embedded CRR descriptions, bu that it would
complete @& far as posshle the recrding of basic concept entries (i.e. relations between
healconcepts). It appeas to be difficult to concave of a methoddogy that would al ow reasonable
unification d highly complex concepts representing full sentences to yield a set of interlingud
concepts. So far, EDR has, as far as we know, evolved a methoddogy for unifying only concepts
related to individual words (or short phrase, idioms, compoundwords), to yield an interlingual set
of concepts. There is no mention d default values for various properties. Defaults have been
generally found seful in ather projeds we know of. There gpeas to be no information recorded
on spedfic values (e.g. that a ca has 4 wheds, or not more than 4 wheds). There gopeasto be no
attempt at incorporating relaxation d preference (i.e. that <drink> typicdly prefers an animate
agent but not always). It is possble that exhaustive rpus-based work will yield instances of e.g. <
drink> being used with an inanimate agent. It would appea that this fad could na be eaily related
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to atypical use of <drink>, in the EDR design. Equally, there does not appea to be any information
recorded onthe relative significance of various elements of a complex concept (e.g. that a ca must
significantly have wheds but need na have aradio). There gpeas to be no consideration d the
role of scdar attributes to reduce the mmplexity of the ontology. e.g. <child> and <adult> need na
be represented in the ontology as sparate wmncepts, but could be incorporated in the cncept <
human>, and an age range recorded to distinguish varieties of human by age.

Itisnot at al clea that the Concept Dictionary will be reusable in in its entirety in a meaningful
sense. In the dsence of detalled information nofirm judgement can be formed. However, we note
the following: The list of basic headconcepts will probably provide & reasonable aset of basic
interlingual concepts as any other projed. It is too ealy to say whether this st will however be in
any sense ‘better’ than those of many other projeds which have daborated oy small ontologies.
There is me room to doult the alvisability of elaborating interlingual concepts acwrding to the
methoddogy espoused by EDR. The bulk of the mmplex CRRs would, in all probability, be useful
only in certain situations. Thereisagreda ded of doult in the field in general asto how to represent
complex conceptual meaning. There gopeasto be anumber of elements missng (but foundin ather
well-known knawledge bases) that would render the cmplex CRRs more useful (see &owe). As
the complex CRRs are dfeaively built up by recording meanings of a relatively smal number of
corpus sntences (20 milli on per language), it appeas, at least on the surface that there is littl e
room for alowing for flexibility of interpretation when the result is applied in the interpretation o
new sentences and expressons, at least for general language.
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3.3.3.7 Synoptic table of the information types in the EDR dictionaries

Table 15: Information typesin the EDR dictionaries

Entry component Present Information content
1| Headword v Text form, non-linguistic stem, compound
constituents, string with syllable markers /
uninflected part in katakana (used for kana-kaniji
conversion)
2| Phonetic transcription v IPA / Katakana
3| Variant form v Separate entry
4| Inflected form v
5| Cross-reference 4 Via headconcept relation
6 Morphosyntactic Information
a Part-of-speech v
marker

b Inflectional class v In extenso, adjacency information also
(inflectional information distributed over several
levels)

c Derivation v Minimal. Also adjacency information
(derivational information distributed over several
levels)

d Gender Information about the gender of the entry in SL
and TL

e Number v Information about the grammatical number of
the entry in SL and TL

f Mass vs. Count v Special treatment of nouns in number
agreement

g Gradation v

7| Subdivision counter Not explicitly. Concept reference used (concept
classification)
8| Entry subdivision Not explicitly. Concept reference used (concept
classification)
9| Sense indicator Not explicitly. Concept reference used
(concept relation, concept classification)
10 | linguistic label v
11 Syntactic Information
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a Subcategorization v (i.) Number and types of complements
frame (ii.) syntactic introducer of a complement (e.g.
preposition, case, etc.)
(ii.) type of syntactic representation (e.g.
constituents, functional, etc.)
etc.
b Obligatority of v
complements
c Auxiliary v
d Light or support v
verb construction
e Periphrastic v
constructions
f Phrasal verbs v
g Collocator v (i.) typical subject /object of verb, noun modified
by adjective etc.
(ii.) type of collocation relation represented
(iii.) cooccurrence information
h Alternations v
12 Semantic Information
a Semantic type v
b Argument structure v
c Semantic relations v
d Regular polysemy v
e Domain v Separate terminological dictionaries
f Decomposition 4
13 | Translation v
14 | Gloss v
15 | Near-equivalent v
16 | Example phrase v Link to corpus
(straightforward)
17 | Example phrase v Link to corpus
(problematic)
18 | Multiword unit v
19 | Subheadword also v Via concept reference
secondary headword
20 | usage note 4
21 | Frequency v Based on corpus
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3.3.4 SYSTRAN

SY STRAN uses two dctionaries:
1. *“Stem Dictionary” containing single words with grammaticd information and translations

2. “Expresson Dictionary” for al multiple word expressons and for rule-based expressons.
These range from simple nouncompounds to complex lexicdly driven rules.

Based onsyntadic and semantic information in the Stem Dictionary, the SY STRAN parser attaches
information on the syntadic function d the word in a given sentence and sets g/ntadic
relationships between words. This information can be dedked in the rules written in the
Expresson Dictionary.

For more information onthese dictionaries se(Gerber and Yang, 1997.

The SYSTRAN example entries given in chapter 5 illustrate rules from the “Expresson
Dictionary”, urlessotherwise indicated.
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3.3.5 Lexical Conceptual Structure Lexicons

The am of the trandation system developed at UMIACS is to generate natural language sentences
from an interlingual representation, the Lexicd Conceptua Structure (LCS). This s/stem has been
developed as part of a Chinese-English Madine Trandation system, however, it promises to be
useful for many other M T language pairs.

The generation system has also been used in Crosslanguage information retrieval reseach (Levow
etd., 2000Q.

Lexicd Conceptual Structure is a compositional abstradion with language-independent properties
that transcend structural idiosyncrasies. This representation have been used as the interlingua of
severa projeds suich as UNITRAN (Dorr et a., 1995 and MILT (Dorr, 1997.

An LCSisadireded graph with aroot. Each nock is associated with certain information, including
atype, aprimitiveand afield.

Thetype of an LCS node is one of Event, State, Path, Mannrer, Property or Thing.

There ae two genera classes of primitives: closed classor structural primitives (e. G., CAUSE,
GO, BE, TO) and open classprimitives or constants (€. g., REDUCE+ED, TEXTILE+, SLASH+INGLY).

Suffixes such As +, +ED, +INGLY are markers of the open class of primitives. Examples of fields
include LOCATION, POSEESSONAL, IDENTIFICATIONAL.

An LCS captures the semantic of a lexicd item through a combination d semantic structure
(spedfied by the shape of the graph and its dructural primitives and fields) and semantic content
(spedfied through constants).

In this way, for example, the semantic structure of a verb is asmething the verb inherits from its
Levin verb classwhereas the content comes for the spedfic verb itself. So, al the verbsin the “Cut
Verbs-Change of State” class have the same semantic structure but vary in their semantic content
(for example, chip, cut, saw, scrape, slash and scratch).
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3.3.6 Microsoft Bilingual Resources

Microsoft current English lexicon consists of data aquired from two MRDs. LDOCE and AHD
(3rd ed.). The main lexicon can be thought of as a repository of all the sense distinctions for the
headwords in those two dctionaries. Ead sense is asdgned to a distinct record undxr ead
headword; additionally, undsfined run-ons and "irregular" infleded forms are promoted to full entry
status, of course maintaining bidirediona links between the new records and the parent ones. So,
"wept" linksto "wee", while "wee" lists "wept" as one of itsinfleded forms.

The overal architedure of the lexicon is to extrad as much information as possble out of
existing resources, ranging from raw MRD data to dctionary definitions to full text corpora. The
information extraded is then folded right badk into the dictionary, for use by the various dictionary
clients (morphdogy, syntax, logicd form rules, translation, generation, etc.), and to bodstrap
further dictionary work. For example, ore of the first things dore was apply the derivational
morphdogy rules automaticdly to ead headword in the dictionary, which alows the identificaion
of the bases of lexicdized derived forms lading explicit linksin the MRDs. That in turn allowsthe
linking of all forms in the same derivational paradigm. As a result, the dictionary stores the
information that the words 'belief, believe, believer, disbelieve, believable, believably, untelievable,
unbeliebably' are dl part of the same derivational paradigm; that in turn can be useful during
generation.

There ae & least four sets of secondary, derived lexicons creded in this fashion, and which are
stored in the dictionary fil e system: (@) morphdogicd lexicon, which has been used as a stand-alone
lexicon for some gplications; (b) syntadic lexicon, which orders entries by part of speed, pading
ambiguity internal to a part of speed inside eab entry, sincethe grammar is very flexible and daes
not attempt disambiguation keyond part of speed; () mondingual MindNet, creaed by parsing
definitions, resulting in a rich network of relations between words, which then can be used to
compute similarity between headwords; (d) bilingual MindNet, which stores parallel bili ngual
fragments leaned by processng aligned hilingua corpora.  Bilingua lexica ae dso used, which
however store ssimple word correspondences, and are used primarily while @nstructing the
bilingual MindNet, and as a repository of default translations shoud a trandlation nd be foundin
the bili ngual MindNet.

Because these derived lexica ae dl creaed dynamicdly, by applying morphdogicd, syntadic,
or logicd form rules to the inpu definitions or corpora, they can be rebuilt automaticdly in a very
short time (ranging from a few minutes to a few hours); consequently, the data in those dictionaries
continues to improve & the rule bases are improved.

Not al the lexicd maintenancework is automatic. In addition to thought and experimentationin
trying to come up with techniques that can mine data for more lexicd information, there is quite a
bit of manual maintenanceinvalved in making sure the dictionaries contain the right information for
al their clients. However, the information typicdly added is morphdogicd or syntadic and very
rarely new senses are manually added to the dictionary. Because the syntadic grammars are ever-
evolving, the data that goes into the dictionary will also evolve. It is one of the jobs of the
lexicographer to know the "internal landscape” of the dictionary, so that inconsistencies and
unrecessary redundancies can be avoided; but the data of the syntadic lexicon, for example, will be
asrich asead grammar nedalsit to be.
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Table 16. Information typesin Microsoft bili ngual resources

Entry component Present Information content
1 Headword 4 Lemma, canonical form of capitalization (so "Polish”
and "polish" are different headwords)
2 Phonetic transcription v Uses ARPABET for English, as well as AHD’s native
scheme.
3 variant form v cross referenced
4 inflected form v Irregular forms lexicalized, regular forms handled by
morphological rules—effectively all forms may be
accessed in lexicon, both for analysis and generation.
5 Cross-reference v Same as in LDOCE and AHD
6 Morphosyntactic Information
a Part-of-speech v 11 possible: Noun, Verb, Adj, Adj, Conj, Prep, Pron,
marker lj, Posp (postposition), Funcw (function word for particles
in Asian languages), Char (for punctuation characters)
POS further subcategorized with additional features
(so determiners are Adj with subcat Det)
b Inflectional class v paradigm marked for each word for each part of
speech
o Derivation v complete and cross-linked
d Gender v grammatical gender marked
e Number v
f Mass vs. Count v
g Gradation v
#H | Collectives v
7 Subdivision counter v Sense distinctions maintained from source MRDs
(LDOCE and AHD), but no inherent sense hierarchy in
our system
8 Entry subdivision v lexemes may be differentiated within a part of speech
record in the syntactic lexicon. (MS dictionary is very
dynamic in nature; may have one static form, but be
accessed in logically different ways)
9 Sense indicator v Only those found in definitions from MRDs
10 linguistic label v domain, style, etc. indicators from MRDs
11 Syntactic Information
a| Subcategorization v superset of LDOCE codes
frame
b Obligatority  of No (contains LDOCE codes, but use is not strictly
complements enforced)
c Auxiliary v
d Light or support
verb construction
e Periphrastic No, other than what is in MRD definitions
constructions
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f Phrasal verbs v with syntactic subcategorization and distinctions
between prepositions and adverbials
g Collocator v extracted from MRD definitions and then used during
parsing
h Alternations v many but not complete
12 Semantic Information
a| Semantic type (no ontology planned)
b| Argument structure No (for now—we’re working on it)
c| Semantic relations v Currently 26+ relations in MindNet, some of which
follow:
Attribute Goal Possesoor Cause Hypernym Purpaose Co-
Agent Location Size Color Manner Source
Deg Objed Materia SubclassDeegy_Subjed Means
Synornym Domain Modifier Time Equivalent Part User
d| Regular polysemy No
e| Domain v from MRDs
f | Decomposition No
13 Translation v both from Bilingual MRDs and learned from aligned
corpora
14 Gloss No
15 Near-equivalent v Generally no, but may be learned from aligned
corpora
16 | example phrase v many.
(straightforward)
17 Example phrase v Treated the same as in (16); many, many examples
(problematic) from aligned corpora
18 multiword unit v Fixed multiword units as well as phrasal verbs can be
lexicalized (English lexicon contains about 28,000 such).
Others, such as idioms, are learned from aligned
corpora (see examples from Grishman/Palmer below).
19 subheadword also v Yes — become linked headwords
secondary headword
20 | usage note v Those from MRDs
21 Frequency v POS frequencies and semantic relation frequencies
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3.3.7 Lexicography for speech-to-speech translation: VerbMobil

3.3.7.1 Application requirements

The complex of problems fadng the lexicographer in speedi-to-speed is well ill ustrated by
lexicography in the Verbmobil projed, which terminated in September 2000 after 8 yeas of
fundng (not counting a small er two-yea pilot phase known as"ASL - Architedures for Speed and
Languege'). The global goal of the Verbmohil projed was to develop a prototype for portable
speetr-to-speed trandation systems; as awareness of the magnitude of the problem grew, so dd
the power of the hardware and the sophisticaion d software modues and their interadion, so that
the goal was attained onthe basis of a high-end laptop computer as well as in a server and mohbile
phore environment.

(Wahlster, 200Q contains the most comprehensive published dacumentation o the
Verbmobil projed. The wntributions by Gibbon& Lingen (Iexicography), Emele & al. (transfer),
and Burger & al. (spoken language crpus annaation), are particularly relevant to the lexicographic
work in Verbmobhil, but several other chapters are dso relevant in various ways. Many results of the
ealier phases of lexicography in the Verbmobhil projed are represented in previous documents of
the EU funded EAGLES projed, including (Gibbon & a., 1997 and (Gibbon & a., 200Q.
References to Verbmobhil technicd reports are nat given, as these ae too numnerousto be justified in
an owerview of thiskind, and can easily be consulted viathe literature mentioned here.

This overview concentrates mainly onthe new problem of spoken language lexicography with
which the Verbmohil projed was confronted, rather than on madine tranglation lexicography.
There ae dso many nonlexicographic aspeds of spoken language translation which canna be
covered here, such as the highly ellipticd and ambiguows charader of spoken language, remvery
from fragmentation, re-starts, errors, hesitations, the translation d prosody and spedker attitude in
culturally different environments, the adaptation d voice output to spegker inpu.

3.3.7.2 Problems of spoken language lexicography

A wide range of logisticd and modue-spedfic subadinate goals were pursued in the Verbmobil
projed, the most conspicuous of which was the novel problem of handing elicited bu largely
sportaneous oken dalogue & al levels. In terms of lexicographic domains, this resulted in the
birth of a new sub-discipline of spoken language lexicography, in which traditional lexicographic
information types (morphdogicd, syntadic, compositional semantic, domain semantic, pragmétic)
were combined with madine trandation information (bilingual transfer information) and with
addtional information abou the pronurciation and moduation d spoken language: phoreme
patterns, enhanced with prosodic information such as g/llable boundry and stress marking,
pronurciation variants, lexicdised dscourse phenomena such as hesitation markers.

The new, heterogeneous st of lexicographic subdamains engendered a new lexicographic
methoddogy. ead subdanain was not only developed by lingustic experts from disciplines with
very different substantive, terminoogicd and methoddogicd badkgrounds, bu at every leve
lingustics rapidly turned into formal and computational lingustics as cooperation with speedt
engneaing reseach unts and spedalists from theoreticd computer science and software
engineaing ceveloped.
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Consequently, the major lexicographic problem for most of the projed lifetime was
heterogeneity:
1. of inpu to the lexicon aqquisition and integration process
2. of accessand ouput to the databases required for ead comporent, and
3. of versions dueto the decentralised development of Iexicd information.

As the size and complexity of the lexicon gew, it becane dea that new coordination
techniques were required. A number of measures were introduced in arder to cope, including a dea
distinction ketween dfline lexicon and orline lexicon (system comporent lexicon), standardisation
and automatic validation d the spoken language transcriptions on which the lexicon was based.

Offline lexicon: The offline lexicon was to integrate & many types of lexicd information as
possble, in as proceduraly neutral a fashion as possble, in the form of a wherent but easily
extendible and accessble database. The simplest possble solution was adopted: a dassca UNIX
database with ASCII encoded field contents and separators. This smple database type was easily
processble by engineas, computationa lingusts and computer scientists. Conventions for
structured fields (disjunctions), field and recrd separators were introduced, and statistics on the
current state of field-filli ng were maintained. The database was distributed initially on the internet
by ftp. In 1994a WWW dient concept for lexicd access ("HyprLex") was introduced and further
developed urtil the end of the projed. Associated with the offline lexicon were alditional
innovative functionalities sich as ach o lexicd class on the basis of parametrisable phoretic
similarities, and a transcription concordance. The use of the WWW introduced a new quality of
interadion, and suppated database wnsistency in a novel way by permitting all projed users to
accessasingletoken of the database.

Online lexicon: The system comporent lexicawere de-centrally developed, and thus resporsibility
of the system comporent builders. The system comporent bulders supgied the lexicographic
integration team with examples of the lexicon formats they required, and in many cases also their
own lexica @ntaining spedalised phondogicd, syntadic, semantic and transfer information. This
inpu was re-formatted (in some caes reverse engineging was necessry) for integration, and
output from the offline lexicon was provided, either in the standardised format already naed, o in
the formats required by the diff erent comporent developer groups.

Spoken language @rpus lexicography: Lexicographic work in the Verbmobil projed was
necessxrily (amost) exclusively corpus lexicography besed on athogaphic transcriptions of
digitaly recorded spoken language gpantment scheduling daogues. Two main varieties of
exception to the wrpus-based methoddogy were needed: first, completion d morphdogcd
paradigms,; second, completion d semantic paradigms with acadental gaps, e.g. rames of days,
weeks, months. The crpus orientation, as oppased to introspedive vocabulary seledion, was
mandatory for methoddogicd reasons. the statisticd training methods required for speedt
recognition demand adual corpus data.

Transcription validation: A condtion on the transcription corpus which was the basis of the
lexicographic work was absolute consistency. Previous experience with transcription had reveded
many passble sources of transcriber inconsistency, and the aror propation d conventionaly
produced lexicasuch as CELEX is much too high for speed tedhndogy appli caions.

Criteriawere introduced by the arpus creaion goupsin order to ensure wnsistency:

1. Use of canonicd phoremic transcription, nd phoreticdly detaled o impressonistic
conversational transcription.

2. Development of encodings for a number of clases of sportaneous feedr phenomena
(fragmented words, hesitations)

3. Development of encodings for anumber of classes of nonspeedt sounds.

4. Provisionfor comments.
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In addition, the lexicography team designed and implemented a parametrised transcription chedker
trifilter with two functions:

1. Error cheding (spell chedking) of the transcriptioninput in order to ensure consistency;
2. Re-formatting d theinpu into alternative formats required by speed recognitionteans.

Automatic paradigm completion: Part of the lexicographic tean was a morphdogy urit which
developed a full description d inflexional morphdogy for spoken German with an inheritance
hierarchy of generalisations over inflexional classand subclasses based na on athogaphy (asin all
previous smilar lexica) but on phondogicd and prosodic generalisations. The paradigm generator
based onthis morphdogicd model ensured consistent generation d al infleded forms and their
corred morphdogicd caegories.

Quality control: The ultimate, thoughindired, lexicd quality control criterion in the lexicon
evaluation processwas the quantitative performance of ead comporent of the Verbmobil system
and the trandation performance of the system as a whaoe. In particular the statistica training
methods used for speed recogrition meant that inconsistencies would have immediate and pesbly
quite disastrous results on speed recogntion rates.

3.3.7.3 Lexical coverage

A magor difference between lexicography for spoken language (in the sense of spoken languege
systems) and lexicography for written language lies in the ésolute size of lexicd coverage. At an
ealy stage of the Verbmohil projed, the lexicography tean introduced a distinction between
extensional coverage, i.e. the number of lexicd objeds (entries) included in the lexicon, and
intensional coverage, the number of properties associated with lexicd objeds. In database terms,
extensional coverage anouns to the number of records, intensional coverage anourns to the
number of fields.

3.3.7.4 Multilingual extensional coverage

By the standards of written language text corpora, the ésolute mverage is rather small, for three
very goodreasons. First, The Verbmohil | exicon had to be dmost totally corpus-dependent. Seaond,
spoken language @rpora ae highly complex signal databases which are extremely labour-intensive
to process reliable aosschedked transcriptions may take severa hunded times red time to
produce, i.e. an hou of recording may take several hundred hous of transcription production and
cheding time. Third, the corpora ae dways very spedficdly task-oriented and are @nstructed as
required, becaise speedt recgniser training daes not easily generali se from one crpusto ancther.

The aiteria definition d vocabulary coverage in the Verbmobil I exiconis very simple:

The exensiond coverage of the lexicon is the set of labels of edges in the word hypathesis
graph a the interface between the speet remgnisers andthe parsers.

This vocabulary is derived from the corpus, and contains infleded forms, noninfleding
words, and representations of discourse particles such as hesitation prenomena, and d noises.
Anythingwhichisnat inthis %t isan "out of vocabulary item” (OOV item).

The nation d trandationally equivalent wordlist was introduced in order to define the wordli sts for
English and Japanese:

The translation equivalent of a gven wordlist WL extracted from a dalog corpus C isthe list
of words of the target languagp that are needed for the trandation o C.
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This definition was operationali sed with referenceto translation transfer rules:

The translation equivalent of a wordlist WL, extracted from a dalog corpus C, is the list of
lemmata that occur onthe right handside of a transfer rule T, whose left handside contains a
semantic lemma with amorphdogically correspondngentry in WL.

Towards the end d the Verbmohil projed, the corpus included abou 25000 dalogue turns,
and 10000words. The nation d "word" in this kind of corpus requires immediate darificaion. For
speed reaogrnition, the measure isin terms of fully infleded forms of words, as a speed recognser
literally requires a surfaceform to match to the signal not an uncerlying lemma. But in a corpus of
this size, the number of lemmata which can be extraded is not very different from the number of
fully infleded forms; by the standards of written language text corpora, in a crpus of this sze a
large number of hapax legomena would be expeded. The full set of infleded forms projeded from
this basic corpus st came to over 5000Q aratio of approximately 1.5 for stems to infleded forms
has frequently been olserved for German.

A number of extensions to the basic corpus lexicon were made; for the speed recogntion
systems this meant developing techniques of OOV word reaogntion.

3.3.7.5 Intensional coverage for German

The main constraint on Verbmohil i ntensional coverage was quite unlike that foundin many types
of written language lexicography. the types of lexicd information were dictated by the system
architedure, which was to some extent evidently determined by lingustic considerations, but
mainly by considerations of feasibility and experimentation with new tedhniques. The achitedure
permitted aternative speed recognisers to be plugged in, a prosodic comporent, a morphdogicd
comporent (in the first version), aternative parsers, a mpositional semantic comporent, adomain
modelling comporent, a transfer comporent and aternative speed synthesisers. Each o these
made different and in many cases rather unrelated demands. However, the aiterion for integration
conformed exclusively to the definition o extensional coverage: the entries were dl assciated with
the forms attested in the rpus. This meant that a number of satellite lexica in which ather forms
of lexicd organisation reeded to be derived from the main lexicon, particularly for syntadic
parsing, semantics, and transfer, based on classcd lemma or concept definitions. However, these
were then re-integrated into the main lexicon bythe lexicography team.
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Fig. 15: Early web interfaceto Verbmobil | exical database.

The most straightforward way to ill ustrate the intensional coverage is by example. Figure 15
shows the 1996 web interface to the lexicd database, with filter buttons for microstructure
elements. The following ouput is from a query to thisinterface with ouput for ead type of lexicd
information. The 1996 interfaceis sleded becaise in the second Verbmobhil phase the extent of
lexicographic coordination work was drasticdly reduced in view of the eisting avail able work and
techniques, and revised prototype oriented gaals. All versions of the interface ca be nsulted
diredly at: http://coral.lili .uni-bielefeld.de/'VM-HyprL ex/.

VM HyprLex results

Server: coral.lili.uni - bielefeld.de (via tmp.430.html)
Date: Tue Feb 27 22:46:48 CET 2001
Specification: String / Key [ All / bielefeld.lexdb.v3.3

Number of matches = 1

Entry 2537 matches String key Terminabsprache:
Blorth: Terminabsprache
Blorthseg: Termin#ab#sprach#+e
Blmorpro: tE6.m'i:n#?"ap#Spr'a: x#+@
Blorthstem: Termin#ab#sprach
Blphonst em: tE6.m'i:n#?"ap#Spr'a:x
Blflex: N,akk,sg,fem

14%



ISLE IST-19991064 7WP2-WP3

N,dat,sg,fem
N,gen,sg,fem
N,nom,sg,fem
Bllemma:  Terminabsprache

Blspell: --

Blproper: --

Blcompsem: ObjEreig

BICD1: cd1=2_cd12=7_cd3=2_cd4=3_cd5=1
BICDall: 15

Blpercent: 0.00568005%

Blrank: 977

Blortherror: Termin - Absprache, -
BLAUBEU: -

DemoWL: demo - wl

RQHWL: -

Blhitlist:  hit#977=15
FPWL3: fpwil

Klcanon: tE6M'i:n#Q"ap#Spr'a:x@
Klfreq: 14

IMSlem: Terminabsprache

IMSpos: NN

IMSfreq: 8

SIEMENSorth: Terminabsprache

SIEMENScats: sem_lex(nr,terminabsprache)&
nr:rel=terminabsprache&
sortal_ Terminabsprache(nr)&
count_noun_norm(nr)&
subst_klasse2_1(nr)
terminabsprache&
sortal_einigen_auf&
count_noun_normé&
subst_klasse2_1

SIHUBVval: --

Blgloss :  appointment_scheduling

IBMorth: --

IBMmorph: --

IBMHUBsyn: [gender:fem,
number:sg,case:ncase_Vv,
syn_ibm:[phon:'Terminabsprache’,

cuf_macro:common_noun_syn],
person:3]

TUBsem: terminabsprache_& communicating_& -

TUEBcomp: terminabsprache:
compound(terminwoche,

first(termin),
second(absprache),
semrel(arg3_rel)).

IMSrule:  terminabsprache:

[H: terminabsprache(l)]

<->

[H:scheduling(l),
H1:indef(Y,H2),
H2:appointment(Y),
H3:0of(1,Y)].

The definitions of the microstructure dements are & foll ows (sources in parentheses).
* Orthogaphy, acording to Verbmohil orthogaphic conventions (Daniela Steinbrecher &
Dafydd Gibbon,Bielefeld).
* Segmented arthogaphy (Doris Bleiching & Daniela Steinbrecder).
* Morphoposodic transcription, with accentual word prosodic marking (single quae for
primary stress two single quates for seamndary stresg, and segmentation ontwo levels:
14€



ISLE IST-19991064 7WP2-WP3

morph segmentation and syllable segmentation. The phoremic symbadls in the
transcription correspondto standard international SAMPA conventions (Doris Bleiching
& Daniela Steinbredher, Bielefeld).

* Orthogaphic stem (Doris Bleiching, Bielefeld).

* Morphoposodic stem (Doris Bleiching, Bielefeld).

* Inflexion caegories are represented as a vedor containing adered information abou the
(morphdogicd) part of speet and values of inflexional attributes such as case and
number (Doris Bleiching & Guido Drexel, Bielefeld).

* Frequency andrank information, 4fields (Dafydd Gibbon,Bielefeld).

* Orthogaphic erors. Orthogaphic erors automaticdly percolate into the LexDB
because processng is automatic; they are dhedked with a standard arthogaphy list after
integration. The orthogaphic aror list is made avalable for list cheking and for
corredion byVERBMOBIL partners (Dafydd Gibbon,Bielefeld).

* Corpus sourceinformation, 5fields (Dafydd Gibbon,Bielefeld).

* [IMS ROS tags. The tags assgned to tokens in the CD-ROM corpus by the IMS Suttgart
stochastic tagger (Martin Emele, Stuttgart).

* [IMS POS frequencies. The frequencies of occurrence of an item as a spedfic part of
speed as asdgned by the IMS Suttgart stochastic tagger, and the sum of these
frequencies (Martin Emele, Stuttgart).

e TP 14 canoncd phoremic transcription: The canoncd corpus transcription wsed in TP
14 (IPK Kidl).

TP 14 frequencies.Frequencies for token occurrences of items in the Kiel canonicd
phoremic word list in the trandliterations processed bythe IPK Kid filter (IPK Kiél).

* Information from the Siemens parser group, 2fields (Hans-Ulrich Block, Siemens).

* Informationfrom the IBM parser group, 2fields (Anke Feldhaus, IBM).

» Spelling compounds, of two main kinds: first, the standard abbreviation a aaonym, and
seaond, the uptake spelling, a spell-out, in which aword is et letter by letter for the
sake of clarity (Dafydd Gibbon,Bielefeld).

*  Proper names. These ae aanaated separately as they play arole in the seledion d the
Reseach Prototype Word List (Dafydd Gibbon,Bielefeld).

e  Morphaosemantics for compound:. The maaos for the morphosemantics of compound
words define onstraints for the morphdogicd comporent of the VERBMOBIL
Reseach Prototype (Harald Lingen & Kerstin Fischer, Bielefeld).

* Veb vaencies: Vaency structures for verbs, including some function verb syntagmas
(Funktionsverbgeflige'), based on the “argl, ... ,argn' model (Johannes Heinedke,
Berlin).

* English gossry: Engish dossry for text-to-speed single word trandation in the
VERBMOBIL Reseach Prototype (Dafydd Gibbon,Bielefeld).

* CUF syntadic cdegories. Lexicd syntadic caegories in the CUF unificaion formalism
(Johannes Heinede, Berlin).

o Stuttgart transfer database: IMS Suttgart database for transfer comporent, containing
corpustags, glosses, transfer rule information (Martin Emele, Stuttgart).

* Semantic evaluation: TU Berlin semantic evaluation relations (Joachim Quantz, Berlin).

e Tubingen compound noun semantics. Transfer relevant semantics for nomind
compound with TUEB orthogaphic keys (Sabine Reinhard, Tubingen).

o Stuttgart transfer rules: Lexicd transfer rules, with IMS orthogaphic keys (Martin
Emele, Stuttgart).

The combined external and internal coverage statistics were used for evaluating lexicographic
progress as sown below:
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Coverage figures for biel efeld.lexdb.v3.3
Generated by gibbon with ./dbstats
Mon Mar 18 22:29:47 MET 1996

1. Blorth 8081 100.00%

2. Blorthseg 7577 93.76%

3. Blmorpro 7577 93.76%

4. Blorthstem 7577 93.76%

5. Blphonstem 7577 93.76%
6. Blflex 7577 93.76%
7. Bllemma 7577 93.76%

8. Blspell 246 3.04%

9. Blproper 517 6.40%

10. Blcompsem 139 1.72%
11. BICD1 5851 72.40%
12. BICDall 5851 72.40%
13. Blpercent 5851 72.40%
14. Blrank 5851 72.40%
15. Blortherror 406 5.02%

16. BLAUBEU 508 6.29%
17. DemoWL 1292 15.99%
18. RQH - WL 562 6.95%
19. Blhitlist 1000 12.37%

20. FPWL3 2461 30.45%
21. Kicanon 5404 66.87%
22. Kilfreq 5404 66.87%
23. IMSlem 2288 28.31%
24. IMSpos 2288 28.31%
25. IMSfreq 2288 28.31%
26. SIEMENSorth 3267 40.43%
27. SIEMENScats 3267 40.43%
28. SIHUBVval 71 0.88%
29. Blgloss 2280 28

30. IBMorth 390 4.83%

31. IBMmorph 390 4.83%
32. IBMHUBsyn 1773 21.94%
33. TUBsem 174 2.15%
34. TUEBcomp 19 0.24%
35. IMSrule 852 10.54%
Number of records: 8081

Fields per record:

Number of fields: 282835

Fields filled: 114233

Overall coverage: 40%

3.3.7.6 Lessons for spoken language lexicography logistics
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Fig. 16: Lexicographic workflow in Verbmobil.

The lexicographic workflow in the Verbmobhil projed, onwhich the ollation and integration
of lexicd information was based, is 1own in fig. 19.The transcription processis shown at the top,
procealing through the transcription werificaion and lemmatisation processes to grapheme-
phoreme @nversion, posodic enhancement, morphdogicd paradigm completion, to the provision
of the lexicd database for system developers.

It is clea that in a new, hylrid and experimental software and lingware development
environment on the scde of Verbmohbil, in which many comporents were designed to be
competitive dternatives, the lexicographic development strategy hed to be alapted as needs grew
and tecdhndogicd paosshiliti es opened up. A uniform theoreticd basis for lexicd information, and
indeed uriform formatting conventions were not possble. Consequently, a pragmaticdly designed
database prototype was developed in the ealy stages, in close @nsultation between all
lexicographic contributors and wsers, and provided stable service throughou the projed. More
detailed onthe relation d lexicography to aher aspeds of system development in the Verbmohil
projed (Wahlster, 2000 shoud be mnsulted.

One result of lexicographic development in the Verbmobhil projed was to lay out clealy the
requirements for future work in spoken language system lexicography. Subsequent projeds world-
wide have benefited na only from the lexicd content, bu also from the software and the overal
coordination methoddogy developed for the distributed development environment of Verbmobil .
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3.3.8 GENELEX

GENELEX defines a generic model for lexicons, theory and applicaion independent, as being
based on EAGLES work on the lexicon, and dte to the fad that EAGLES recommendations and
GENELEX model have been established after consulting and generalizing a number of theories and
existing NLP lexicons, as well as after identifying different users neels depending on the kind o
applicaions. text taggng or analysing, generation, automatic indexing, asssted translation, NL
query to database. It is designed to ensure that appli cation dependant models of data and applicaive
dictionaries can be derived from this repasitory of information, by mapping the gplication model
from the generic one.

It grounds the spedfications on Entity/Relationship for conceptual modeling and an SGML DTD
(instantiated for ead language) as formal spedficaion and as a reference format of interchange, in
particular for generic tods (extended GENELEX todls). Additional constraints (for eat language)
have to be spedfied and werified by dedicated tods (extended GENELEX todls) associated to the
lexicographic work-stations that will be developed and reused onthe base of the common core.

GENELEX is designed to fulfill the needs of a wide range of NLP applicaions representing
different kind d information in an integrated and coherent model withou committing towards a
given lingustic theory. A lexicon conformant to this model is nat an applicaion lexicon, bu
contains the basic information reeded by applicaions. Applicaions can extrad the required datain
the gopli caion format.

This presuppases a high level of predsion in the description, so that these bases can be independent
from the gplications. It also presumes that the available information is slf-sufficient and fully
explicit, and, a the difference with dctionaries for human readers, does not require human
interpretation a nonexplicit knowledge. The model al ows variable granularity of information, and
the encoding d basic information can be performed within this model a one step, and its
refinement in another step as incremental information.

The moddl is designed as awhadle: it acourts for basic levels of lingustic description (orthogaphy,
infledions, morphasyntax and minimal syntax as subcaegorizaion) and also for more refined
information as derivation at the morphdogicd level, refined syntax, lexicd semantics and
mutili ngual links based onsyntax and semantics levels.

The requirement of explicitenessand variability of granularity is fulfilled by a descriptive structure
where different descriptive dements interad and some @mplex ones are described by more basic
ones, themselves described by smaller ones; all these descriptive dements of different levels are
identified as such, and can be shared by the descriptive dements of various others of higher level:
lingustic generaliti es are catured at different levels. The model can be seen as containing bdh the
"traditional” lingustic level of elements of description to be dtadied to lexicd entities and the
explicitation by analytic description d those "traditional” elements referred. For instance, it is not
enoughto gve the dassof the infledional paradigm asciated to an entry, and it is important and
necessary that the mode gives means to explicitly describe it.

Three descriptive levels: morphdogy, syntax and semantics, have been described independently
and coherently conreded the one to the other: this guarantees the posshility to encode a cetain
descriptive level withou taking into acourt the aiteria of anather level. It permits to dstingush
different syntadic behaviours on pue syntax criteria, and independently of the fad they share the
same meaning (Semantic Unit) or nat. It permits to refine the description o one leve (i.e. syntax or
semantics) withou changing the description  others.

This architedure is one answer to the requisite of genericity and expliciteness it doesnt mean in
absolute that applicaions need to have the same gproad to the structure of the lexica data: they
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may identify two levels (for instance morphdogicd and syntadico-semantic), or just one flat level
carying information from the threeoriginal levels. Depending onthe dhoices of an applicaion at a
given time, dedicaed mappers will have to be written to extrad the right information in the right
structure and the right format.

3.3.8.1 The GENELEX architecture

The global architedure of the lexiconis as foll ows:

.  =emantic
/ unit
= nutl_i:t": semantic
unit
- syntactic ==mantic
morphelogical F——" urit unit
unit
=yntactic sermantio
unit unit
syuntactic s@rnantic
unit unit
==mantic
SYNTAX i unit
MORPHOLOGY . . .
Subcategorization (with functions)
Lemma Constraints on self
Variants Constraints on insertion context
Morphosyntactic information (most Control
Inflexion information Alternations
Derivation Pronominalizations
Frozen compound Thematic role and semantic class
Constraints on linear order .
Syntactic compounds semantic
/ unit
= ﬂutr-:'it15 semantic
unit
- syntactic =emantic
morphological F——"| unit unit
unit
=yntactio sermantio
unit unit
suntactic s@rnantic
unit unit
==mantic
unit

Fig. 17: global architedure of theGENELE X lexicon

Thereis no entity asa"lexicd unit", bu depending onthe paoint of view, they can be recmnstructed:
a complete mondingual lexicd entry can be seen either as a progresson throughthe threelevels,
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either as the whole set of information accessed by the morphdogicd unit (as for editorial
dictionaries), either as the set of information accessed through o semantic unit, or as a set of
information regarding ore level. It is important to ndice that a syntadic unit has access to the
morphdogicd information it is asociated to throughthe morphdogicd unit, as well as a semantic
unit is associated to ore (or more) syntadic contexts throughthe syntadic unit. As a consequence
of this dructure, the distinctions in eat level are made with criteria of thislevel: for instance, there
isnoforma neel for distinctions related to pdysemy until the semantic level is described, and thus
morphdogicd and syntadic information can be shared.

It has to be noted that multili ngual links operate mainly at semantic level, but given the fad that
semantic units are dways asciated to syntadic units, implicitely, syntadic units are linked when
asciated to linked semantic units.

3.3.8.1.1 Morphdogy

The morphdogicd level is where dl the information abou the form of the lexicd entry can be
found what is related to othogaphy, infledions and variations, derivations, affixes, internal
composition d frozen compound. The morphdogicd unit (MU), which corresponds intuitively to
the lemma of traditional dictionaries entries, represents an equivalence dass of related forms
asociated to dfferent information(see dowe). The set of possble labels for morphasyntadic
caegories and subcaegories, (cagram and subcatgram attributes) as well as relevant infledional
feaures and values is based on EAGLES recommendations for morphaosyntadic description d the
lexicon,andis gedfied for ead language depending onthe spedficities of it.

A complete description d the model for morphdogy is available in GENELEX reports (puldic
domain) on the morphdogicd layer, avail able both in English andin French. ®

There aedifferent kind d MUs:

1. Autonamous morphdogical units:

» Simple morphdogicd units (usual entries of dictionaries) (UM_S)

» Agdlutinated morphdogicd units ( for instance the gygutination d a preposition and a
determiner in French, Spanish and Italian)

* Compound morphdogicd units (UM_C) (continuows frozen compound words-vs.
idioms or compound utits that can be described at the syntadic level) have their forms
cdculated from the forms of their comporents and speda separators between
comporents if necessry.

2. Nonrautonamous morphdogical units:

*GENELEX Consortium  Report onthe Morphdogicd Layer V 3.3, November 2, 1994
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o Affixes (prefixes, suffixes, infixes) (UM_Aff) as elements for derivation and for
predictions on reologism.

* Unitsthat can befound orhy in compoundwords.(nhonautonamous UM_S)

MU have different charaderistics:

1. Morphaosyntadic caegory (or Part of speed) and sometimes sib-caegory

The list of values for these dtributes is an instantiation, for ead language, of EAGLES
recommendations for morphosyntadic informationin the lexicon

At least one and passbly several written forms (Graphicd Morphdogicd Unit or UMG) are
asciated to simple units (UM _S) Mention may be made of their stem(s); variants can be expressed
throughsevera UM associated to the same UM_S.

2. Infleded forms:

* Morphdogicd feaures:

A UM_S has relevant combinations of morphdogicd fedaures that it can bea and is a
charaderistic of its paradigm. The list of these morphdogicd feaures (Gender, Number, Mood,
Person, for instance) as well as the possble values are to be mnformant to the EAGLES
morphasyntax recommendations instantiated for ead language.

* Infledional behaviour of simple words

It may be described throughtwo aternative explicit descriptions of methods of computation :
Addition d an affix to astem.

Removal or addition d charaders to a base form for a written morphdogicd unit (which
reli eves the necessty for amorphemic description d UMGS).

Ead "formul@’ to cdculate an infleded form is asciated to a set of morphdogica fedures.
MFGs (infledional Paradigms) are sets of associations of "formulas® to combination d
morphdogica fedures ; they are asciated to UMGs, and shared by dfferent UM_S having
the same inflediona properties.

* Inflediona behaviour of compoundwords

The infledional system of compound morphdogicd units describes the infledions of the
compound in relation with the variations (infledions) of ead o its componrent.

3. Derivation:
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Derivation relation are expressed throughan ordered set of links oriented from the derived element
to itsinternal comporents, that can be dharaderized acording to status (base, suffix, etc.)

Affixes have derivational charaderistics encoded : the seleded morphasyntadic caegory, the result
caegory and pasbly itsinfledion mode.

4. Abridged forms:

These ae epressed through "short form" relations between UMs, that may be typed acording to
the nature of the dbreviating medhanism (aaonym, use of initials, abbreviation, etc.)

5. Usage values

UM or UMG can bea combinations of usage values (rare, archaic, colloqual, etc.) and geographic
particulariti es (Briti sh english/American english), aswell asfrequency and dating .

The model isinstantiated for eat language, giving alist of feaures and their passble values: list of
morphasyntadic caegories and subcaegories, list of morphdogicd feaures and values associated
to the descriptions of infledion mode of those cdegories/subcaegories, list of types of affixes, of
abridged relation.

3.3.8.1.2 Syntax

The syntadic level of the model deds coherently with all caegoriesin a same descriptive language
which thus all ows to expressan instantiation d EAGLES recommendations of syntadic description
of verbs coherently inserted in the global architedure of the lexicon. It deds with the syntadic
description for all categories for smple units as well as for non-frozen compounds (cdled syntadic
compound).

GENELEX syntadic description gves posshility to very fine-grained description. Some extension
has been added to ded with some aspeds of EAGLES syntadic recommendations for verbs when it
was necessry, for instance & in the cae of the PAROLE projed, which represents an important
instantiation & GENELEX.

A complete description o the GENELEX mode for syntax is available in GENELEX reports on
the syntadicd layer (GENELEX, 93, pulic domain, avail able bath in English and in French.The
syntadic level is where dl the information abou the lexicd unit syntadic behaviour is described,
and espedaly what is not predictable by just knowing its morphosyntadic cdegory and
subcaegory (which is alrealy a very roughclasgficaion for the kind o syntadic behaviour to be
expeaed, bane by the UM). As for morphdogy, complex and structured ojeds are defined in
order to suppat explicitly the syntadic properties of ead lexicon unt.

The GENELEX model syntadic level idedswith

» subcaegorizaion, including functions of subcaegorized complements and pasbly
thematic roles and semantic dasses

» charaderistics of the lexicd unit when associated to a subcaegorizaion frame
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e control

» diathesis dternations

e pronaminalizaion

* linea order constraints

» constraints on the syntadic context where the lexicd unit is inserted (as subcategorized o
modifier) asociated eventualy to its subcaegorizing properties (necessary mainly for non
verb elements)

* gyntadic compounds (idioms)

The GENELEX mode for syntax can be described asfollows:

CombVE
o,n i
Usyn on niveaulgue
@ : . frequence
01| id _ Qn/o/ vargeog
ou appellatlon_ datation
commentaire
7 exemple
O " | attestation

TransfUsyn

11

| o,n

1,1 0 1/ \J,n 7
Composition

0& o,n

Description
id
appellation
commentaire p.1
exemple
um_representante

11 1n

?

/ 0o,n
Relative Order

on Constraints

Syntagme_NT_$

0o,n
Syntagme_T

Fig. 18: Te GENELE X modelex for syntax
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Mapping GENEL EX-EAGLES objeds

Description <--> Frame
Construction <--> List of Sots
Position_ C <--> Ylot

Syntagme(_T or _NT_C) <--> Slot Redization

and
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‘ Construction

. 0,n
id N
appellation
commentaire
exemple
etiquettesynt
insereself
listepositions
solidarite
o,n
o,n
Feature
Position_C
‘d 11
|
appellation O
commentaire
exemple
repetable
n
a_liste_Syntagme! .
0,n
Syntagme_C
Syntagme_NT_C
Syntagme_T id
id ) appellation
appellation commentaire on
commentaire exemple
exemple etiquettesynt
etiquettesynt insereself
on on listepositions
solidarite
Position_C
Fig. 19

Mapping GENEL EX-EAGLES objeds

Construction <--> List of Slots
Position C <--> Ylot

Syntagme(_T or _NT_C) <--> Slot Redization
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The original core of the GENELEX model has been extended to read a full compatibility with the
EAGLES reammmendations. These extensions - marked in grey - the following:

» the eplicitation d FRAME_SET as a separate objed. Frame sets are only implicitely present in
the GENELEX model, aswell as Related oljea

» therelative order constraint objed, which doesn't exist in GENELEX model
» thefad that Functionand Thematic role ae dtributed ojeds and nd only attributes

» theindex and ogiondlity attributes on the relation between Construction a Syntagme NT_C
and Position

The mapping from this model to EAGLES is pretty straight.

Frame_Set (when explicitely present)<--> Frame set
Set of Descriptions of Usyns linked to the

same UM with the Related of the diff erent

TransfUsyns linking thase Usyn when impli cit<--> Frame_set
Related <--> Related

Description <--> Frame

Self <--> Self

Function <--> Function

Thematic role <--> Thematic role
Position_C <--> Slot

Syntagme NT_C and Syntagme T <-->  Slot Redizaion

Etiquettesynt + the set of nonsemantic feaures
asgciated to syntagma +Function onPosition <--> Category

Spedal controlled_byfeaure <--> Controlled_by
Speda coref feaure <--> Obviates

Control feaure (at construction level) <--> Control
Listepositionsinformation  <---> Pre/Post information
Optional <--> Optiondlity
Relative_order constraints  <--> Rel-order
Non-semantic feaures <--> Fedures
Semantic dassfedure <--> Semantic dass

Semantic dassFedure on Syntagma
+ Thematic role on Position <--> Semantics
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A Syntadic Unit (SyntU) can be simple or compound.A simple SyntU is one syntadic behaviour
of one and orly one MU, and this behaviour is gedfied bydifferent descriptive dements. These
are complex and structured oljeds. SyntUs are associated to ore or more Semantic Units (SemUs),
ead Semantic Unit represents one accetion d the lexicd entry and is asociated to syntadic
contexts via the SyntUs. The mapping ketween syntax and semantics is explicitely described by
different descriptive dements used to filter the syntadic structure (rgjed some Syntagmas, add
some more @nstraints on Syntagmas, ..), to semanticdly constrain o enrich the semantic
interpretation d some Position-Slot, to link semantic Arguments to syntadic Positions.

A SyntU (Usyn) is charaderized by at least one Base Description (Frame), and passbly severd
other Descriptions which are surface #ernations of the base Descriptions The Base Frame is
chosen as reference one for explicitly describing the crresponcance between syntax and semantics.
Anyway, the Frames assciated to ore SyntU are describing dfferent syntadic context that are
closely related surface #ernations associated to the same set of meaning(s). These "transformed”
descriptions are supposed to be very close to the Base Description: for instance passve
descriptions, some impersonral descriptions. These dosely linked aternative frames are a
posshility of the mode to avoid splitting Usynts, bu it is not suppased to ded with al the usual
"dternation” phenomena wich are dedt with dfferent Usyns asociated to different Descriptions
and linked by a TransfUsyn descriptive dement that explicitely relates two Descriptions, which is
the regular way to ded with alternation. It isimportant to ndicethat two Usyns can be asciated to
the same meaning (by two dff erent correspondence set of information).

A SyntU isa"private" objed asit isasciated to one UM if it is smple. Set of frames (if used in a
lexicon) and frames are usualy shared by many dfferent lexicd elements, as they represent
syntadic properties of lexicd items.

Frame Set is a set of Description-Frame that are related through the Related oljeds that links
Positions or Syntagmas. The GENELEX model lets open the aiteria to group Descriptions in a
Frame Set, bu it is a good aescriptive objed to cgpture some generalization ona set of regular
alternation and to represent something like "degp-syntax structure”.

These descriptive objeds of the syntadic level consist mostly of:
* Self (the lexicd unit charaderistics or constraints)
* Description (Frame) (a syntadic behaviour as the association d one Self and a Construction)

* Construction : list of Positions (slots) (a mmplementation frame inserted o not in a wider
context)

* Pogition (Slot) (a complement or an element of context)

* Syntagma (Slot redizaion) (one of the posgble surfaceredizaion d aslot)
* Typed-feaure (restrictionto be alded onSlot redizations or on Self)

* Frame Set (a set of possbly alternated Frame)

SyntUs can be linked by alternation relation. It deds with encoding d alternation withou taking
into acourt the fad that the meaning is different or not. It also alows to encode syntadic
derivation linking two SyntUs assciated to two dffernt UM, verbs and deverbal nours for
instance

Some nations are parametrizeble, speaaly the key naion d Position (Slot) whaose definition may
be purely syntactic (distribution paradigm, function) or syntadico-semantic (not only distribution
paradigm, function bu also theta-roles, semantic dass).
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In the following subsedions, we ill ustrate some syntadic phenomenathat all ow for arepresentation
in the GENELEX format.

3.3.8.1.21 Sulrategorization

For verbs and for the global charaderizaion d main caegories, subcaegorizaionisthe main pant
to describe. It is described by at least one Base Description a Frame aciated to ore Usyn A
Description-Frame, is a complement pattern that can include the subjed of verbs. Complementation
patterns are nat defined a priori, bu instead the lexicographer when spedfying the encoding o
properties has at his disposal basic objeds (Position-Slot, Syntagma-Slot redizaion, feaures)
whose asembling poduces a posteriori afinite set of patterns. Complement patterns Frame can be
defined for verbs, bu also for nours, adjedives, adverbs and even ather caegoriesif necessary.

The model does nat chocse between fine grained or rough information. Again the asmbling o
basic objeds provides the means of rearding fined grained o roughinformation.

The number of complements corresponds to the number of Position-Slots diredly surroundng
the lexicd entry in the Description -Frame. There is no pedefined limit to the number of
complements. The maximum number is determined by the lexicographer when applying the aiteria
to identify the dements of the Description-Frame, i.e subcaegorized Position-Slots, that can be
esential complements or spedal modifiers (obligatory or constrained by the lexicd entry). Optional
complements are Positions-Slots as well as obli gatory ones.

Eadh Position-Slot may be defined as obligatory or optional.

There is an encoding criteria to determine when it is necessary to consider that there ae two
different Descriptions-Frames (maybe related in the same set of frames) and nd one Description
Frame with opional Postions. all the combinations of redizations of Postions-Slots in a
Description must be possble surfaceredizations.

Positions-Slots (or complements when subcategorized) may be redized either by aterminal or by a
nonterminal category, and this category must be spedfied:

- termind: the same cdegories as determined at morphdogicd level: noun, adjedive, adverb,
verb, prepasition, conjunction, interjedion, determiner, pronoun, @rticle...

- nontermina: NP, PP, AP, ADVP, DETP, VP, S.(the phrases associated to main caegories as
heads).

Typed-feaures can be added onto the cdegory to provide with more fine grained restrictions.
Lexicd, morphdogicd, morpho-syntadic, syntadic, syntadico-semantic and semantic feaures are
avaaible.

Phrases stting up aternatives for the redization d a same @mplement are gathered into a
distribution paradigm. The Pronours to be used can be spedfied there in the distribution o the
Position.

When it is necessry to constrain structurally a Syntagma-Slot Redization, it is possble to
rewriteit (partially or completely) as alist of Position-Slots

A Position is charaderized by its distribution and its function, and for some gproach to syntax
with some basic semantics, eventuall y thematic role or semantic dassrestriction onits redi zations.
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This way a single Position can be ercoded for e.g. oijedive complements and their diff erent
redizations: NP, that-clause, infinitival.

Lexicd seledionin complementation patternsincludes :
bound pepositions: to/for/with/ory...
complementizer: that/whether/...
impersonal subjeds: it/there

clitics: he/him

Charageristics of the lexicd unit when associated to the frame: a spedal objed cdled Self caries
this information, expressed by means of the feaures that are used to constrain the Syntagmas-
redizations of Slots , and some spedal ones as, for instance, the one for verbs that, depending on
the languages, expresses the auxiliary to form compoundtenses or to passvize To ded with the
rewriting pesbilty and with categories that are syntadicaly described by spedfying their insertion
context or the context where they occur as subcategorized elements, Self can bea Function and
Thematic role. It allows to describe syntagmas where Self (the lexicd unit when inserted in the
context) is not the syntadic heal, and where dl functions of Position-Slots are not spedfied in
relation to the Self Unit, but in relation to ancther el ement which beas the function Head.

3.3.8.1.22 Alternations

Diathesis dternations sich as ergative/inchoative and passbly adive/passve dternations, is
handed: in a descriptive way, by alink relating two Descriptions-Frames and their Positions-Slots,
(and paibly spedfying syntagmas) ; Both linked Descriptions are asciated to either two existing
Usyns or to the same Usyns for some speaa very close dternation links preserving the meaning.
Those Descriptions can be explicitely linked to a Frame_set or nat.

Some other alternations can be described by the dternation relation linking two diferent SyntUs
asciated to two dfferent UM and the Positions-Slots of their base Description-Frame. This all ows
to link adeverbal nominal Usyn to the verbal Usyn it is"syntadicdly derived".

3.3.8.1.23 Linear order constraints

Linea order constraints can be expressed when the free ordering d syntagmas, which is described
by the grammar and nd by the lexicon, is more @nstrained for a spedal lexicd entry. Order
relations between two Positions or two Syntagmas or relative to Self can be borne by the Frame. A
spedal attribute dlowsto gve the status of the constraint: preferential or mandatory.

3.3.8.1.24 Insertion context
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Constraints on the syntadic context where the lexicd units (together with its complements) is
inserted can be expressed. This concerns mainly adjedives or adverbs, and some nours. It permits
for instance to describe the behaviour of an adjedive as left or right attribute by describing the
prototypica NP structure where it is inserted; it permits to describe that some aljedive enters in
sentences with impersonal subjed, and so on.

These mnstraints on the insertion context are expressed through the posshility of describing the
context as atree by the rewriting o Positions-Slots as asociated to a list of Positions. Positions-
Slots can be described as a complex structure, and asociated to the list of Positions-Slots that is
their rewriting. So, with this powerful medanism, a Description-Frame can coherently expressbaoth
the insertion context and the subcaegorized context associated to the SyntU in asame tree.

3.3.8.1.25 9Yyntactic compounds (idioms)

Some compound are not a mntinuows equence of their comporents and suppat many variations
in surface even thoughthey have ameaning as awhale. Those idioms are described as Compound
Syntadic Units. As external behaviour, they are described as smple units, by means of Descriptions
and Frame_sets, bu their Self beas an additional information: the information abou their internal
structure (Syntagme NT_S) and the SyntU has the information d the list of comporents
(Compasition); the internal structures can be shared, independently of the lexicdisation d the
leaves of the structure, dedt with by ponter to Composition elements.. Alternatives of
lexicdisation can be dedt with in ore compoundSyntU, and aso the possble dternations for the
internal  structure, and the interadions between the external structure (Construction : list of
Positions-Slots) and the internal one (Syntagme NT_S: alist of Positions-Slots), and hav they can
(or they canna) alternate in the surface

3.3.8.1.3 Semantics

The GENELEX semantic layer, and is a ammpatible extension d the two preceeling layers. We
give now just a quick overview of the semantic layer. For more detail s, the GENELEX Report on
the Semantic Layer is the reference (GENELEX, 1994). An important instantiation d the
GENELEX semantic layer is represented by the SIMPLE modd, ill ustrated in 3.2.5.3.

The mapping between syntadic and semantics level is explicitely described, giving posshility to
filter out some syntadic redi zations on syntadic or also semantic criteria.

It deds with two dstinct sublevels of representation: the first sublevel may be seen as drictly the
domain o lexicd semantics, whereas the second ore ams at representing a more agnitive type of
content.

The main entities for lexicd semantics are Semantic Units (Usem). They are dosely conreded
with the syntadic level, as every USem has to be related to at least one Usyn. This relation may be
restricted through constraints on the Usyn itself and/or by filters on the positions it governs in a
Frame ; the relation may also predsely state the way semantic aguments of a predicae match
syntadic positions governed by a USyn, and give default semantic values for implicit arguments
(for example when an absolute @nstructionis possble).
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A USem may be mnneded to a linguistic predicate, which can summarise semantic information
abou predicalive USem s. This conredion may take various modes:. a predicae may be lexicdized
by one or more USem s, and so may its arguments. For example, USem 1 can be one of the
lexicdizations of predicae P; USem 2 may be the typicd lexicdization d P incorporating argument
1, etc.

USems can be described by means of:

1. Semantic features. Analytic description is caried ou through a set of values of semantic
fedures that range from classcd comporential fedures to pragmatic feaures and including
information on donain, conndative value, etc.

2. Crossreferences: These can be expressed through a set of spedalized relationships:

* Paradigmatic relationships, such as hypd/hyperonymy, synorymy, meronymy,
etc,;

* Semantic derivation relationships, that may represent derivation aceording to
the meaning (with or withou morphdogicd motivation), or information related to typicdity

(e.g.\ USeml is the typicd locaion for USem 2 adivity; USem 3 isthe typicd instrument for
USem 4 adion, etc.), when nd expressed through a predicae;

* Collocaion peferencerelationships (e.g\ USem 1is the preferred intensifier for
USem 2 ; USem 3isthe suppat verb for some asped of USem 4 adion, etc.).

3. Predicates (that are one of the basic descriptive dements) may also be described in these two
ways, athough the fedures and relationships avail able for their description are lessvaried.

4. Cognitive generalizations. The semantic level aso dfers the posshility of abstrading
cognitive units (concepts) from USem sand/or from predicates. Such urits may be useful in
fadoring information abou a lexicd equivalence dass (for instance synonyms carying diff erent
conndative values), and also in establi shing content units that do nd have alexica redisation for a
given language: such lexicd gaps may nedl to be fill ed for the purpose of establishing taxonamies
or for representing terminologicd data.

3.3.8.1.4 Multili ngual links

Finaly, the structure of the syntadic and semantic level paves the way for establishing
multili ngual links as defined in - model for multili nguality, and it is a compatible extension d the
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two preceeling layers. We give now just a quick overview of the multili ngual layer. For more
detail s, the GENELEX Report on the Multili ngualism is the reference (GENELEX, 199%).

The multili nguality can be dedt with in two complementary approacdes.

1. Contrastive approach. A contrastive description d multili ngual correspondance, set at the
level of lexicd semantics, establishes multili ngual correspondance between lexicd semantics
elements (SEMU or Predicae) of one language with lexicd semantics elements in another
language. Syntadic oontexts of ead languages are dways implicitly linked (through the
mondingual correspondance between syntax and semantics). Multili ngua li nks are thus mainly
a the level of semantics. Anyway, Syntadic Units can be explicitly multili ngualy linked to
preferencial y associate one particular syntadic redization d one meaning in ore language to
another particular syntadic redization d one meaning in ancther language, depending on the
approadh to multili ngualism and onthe kind d linguistic objed to be linked. Some filters can
apply (on syntax and semantics) when establi shing multili ngual links. They are expressed in the
same language &s filtering from semantic to syntax, i.e. the same descriptive objeds.

2. Interlingua approach. An interlingual description based uponsharing of so caled "primitives'
(concepts, predicates, and feaures) can be made, and, even if this prosped seans rather fuzzy
at present for dired NLP applications, such a posshility could turn ou to be very useful for
terminologicd purposes. This complementary approad is a good way to give posshility to
different fine grained description; interlingua gproach negleds very subtle and language
dependant meaning distinctions

3.3.8.2 Data representation

The GENELEX model for lexicon is expresed in an SGML DTD, which makes explicit the
diff erent descriptive dements to be used within the lexicd description, their relations and the global
structure of the whole & well as the detail s of the feaures and passble values, and the optionality
or mandatorinessof the information.

Some @nstraints are nat expressed within SGML formalism, so they will be expressed in natural
language within the cmmmented SGML DTD and then translated in the formal languege to Integrity
constraints verificéions by the software.

3.3.8.3 Extensions to other information

The GENELEX model asis at the moment doesn't ded at al with spoken aspeds of the lexicon na
terminologicd ones. However, the global architedure of the lexicon is designed to easily be
extended as to represent or to be cnreded to that kind d information.

As in GENELEX model, phoreticd information can be alded at the level of the Morphdogicd
Unit, for instance @& Phoreticd Unit associated to the UM as is the Graphicd Unit. That
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conredion to the "spoken charaderistics' of the lexicd entry permits to complete the lexicon, and
to make that spoken resources might have acceasto information onthe syntax and semantics of the
entry.

A similar possbility exists for terminology to be mwnneded to a genera lexicon. The mwnredionis
currently being defined in the projed Transterm; the model of this connedion d termindogicd
datato genera lexicon is defined in an approach compatible with the GENELEX mode (espeaaly
the semantic layer). So, the model (and the encoded data) could be eaily and coherently extended,
to make the generic lexicd database (designed at first for written genera resources) ded in a
generic way with ather applicaion reals.
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Table 17. Synoptic table of information typesin GENELE X

Entry component Present Representation in Genelex
1 Headword v It is the value of the id attribute in the
Morphological unit
2 phonetic transcription
3 variant form
4 inflected form v Morphological units contain a link to the
inflectional tables where number, gender, mood,
tense information is contained, as well as the
particular way in which the lexeme is inflected
5 cross-reference
6 Morphosyntactic information
a Part-of-speech v Value of the gramcat attribute in the
marker Morphological unit
b Inflectional class v Morphological units contain a link to the
inflectional tables where number, gender, mood,
tense information is contained, as well as the
particular forms of a given entry
c Derivation v Cross part of speech relations are marked
through derivational semantic relations between
SemUs
d Gender v Expressed in the Ginp associated to a
Morphological Unit
e Number v Expressed in the Ginp associated to a
Morphological Unit
f Mass vs. Count v Expressed in the Morphological Unit
g Gradation v Expressed in the Morphological Unit
7 | subdivision counter
8 | entry subdivision v Value of the attribute id in the SemUobject
9 [sense indicator v This information is captured by the values of the
attributes naming , example and comment,
which conjointly give clues to show the specific
sense encoded in the SemU
10 |linguistic label v Only for information about the terminological
domain
11 Syntactic information
a Subcategorizati v Described in the Syntactic Units specifying
on frame the number of positions, the syntactic realization
(type of phrase, introducer, etc.). Each syntactic
description is then linked to a Semantic Units,
and the arguments structures are linked to their
syntactic realizations
b Obligatority  of v Marked in the Syntactic Unit
complements
c Auxiliary v Marked in the Self object associated to a
Syntactic Unit
d Light or support v
verb construction
e Periphrastic v
constructions
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f | Phrasal verbs v

g| Collocator v Optionally encoded in the semantic layer:
typical subject, typical object, etc.

h | Alternations v Represented in terms of  syntactic
descriptions (i.e. subcategorization structures)
linked in a Frameset

12 Semantic information

a| Semantic Type v Represented as link between a Semantic
Unit and a node in the Ontology of semantic
types

b | Argument Structure v Represented in the Predicative
Representation associated to Semantic Units: it
contains a link between the Semantic Unit and a
predicate, on turn defined in terms of the
number of arguments, their thematic roles, and
selectional preferences

¢ | Semantic relations v Represented as relations between Semantic
Units (e.g. hyperonymy, meronymy, and many
others)

d| Regular polysemy v Represented as relations between Semantic
Units

e | Domain v Represented as link between a Semantic
Unit and a node in a hierarchy of domains

f | Decomposition v Represented as relations among predicates

13 |translation v

14 |gloss v In the attribute freedefin  ition  agloss is
specified, as derived from a medium-sized
monolingual dictionary

15 [ Near-equivalent

16 | Example phrase v This is the value of the attribute example

(straightforward)

17 | Example phrase

(problematic)

18 | multiword unit v Represented as compund syntactic units
19 |subheadword
(secondary headword)
20 |usage note v
21 |frequency
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4 Synoptic Grids
In what follows, to ease comparison among different surveyed resources, we give ar overview

abou how the information is distributed in the resources, maintaining the subdvision in three
different types of resources: MRDs, Computational Lexicons and Resourcesfor MT systems.
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5 Case Study: examples of cross-lingual linguistic phenomena

We seleded a set of linguistic phenomena we consider worthy of study in order to perform
the mapping from the SL to the TL in many multilingual applicdions, such as Crosslingual
Information Retrieval and Extradion, Madine Trangation, multili ngual analysis and generation.

The examples of these phenomena have been circulated among the partners, colleding the
trandations for the involved languages in order to assemble a representative set of mappings
between languages which require more than simple word-to-word corresponcdences or non trivial
word to word corresponcences.

As a matter of fad, only in simpliest cases a multili ngual lexicon smply has to replace a
lexicd item in the source language with a crrespondng lexicd item in the target language that
conwveys roughly the same meaning.

Many mappings are much more wmplex than this, and can require alditional information.
For instance modifiers in ore language may bemme matrix verbs in ancther, or vice versa. One
language may use infledional morphdogy to capture something that is better expressed with a
separate lexicd item in ancther language. A verb with ore agument may require a orrespondng
verb with an additional prepositional phrase to conwey the same meaning in another language.
These varying methods of expressonin dfferent languages are often referred to under the umbrella
of structural divergences, and represent spedal chall enges for multili ngual lexicons.

Sincethere ae a many different formats for cgpturing this type of information as there ae
trandation systems, all of which are worthy of examination, we gathered information abou how
many of the systems handle eat spedfic phenomenort the lexiconformat has to all ow for adequate
contextual and structural information to be represented so that structural divergences can be
reagnized and dedt with acordingly.

In what follows we present a preliminary classficaion d these relevant lexicd phenomena.
In particular, we ill ustre with examples how different computational |exicons and systems represent
and encode eab o the lexicd phenomena.

5.1.1 Examples of the problem of selecting a target language equivalent
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5.1.1.1 Sense distinctions according to syntactic subcategorization frames’

a) The verbs [know/saber] in English, Spanish, and Italian may get different transations
depending on the syntadic type of complement.

E: know
I: sapere (+Comp) - Johnknows that Mary isill (Giann sa che Maria € malata)

S: saber (+Comp)

E: know

I: concscere (+NP) - Johnknows Mary (Giann concsce Maria)

S: saber (+VPinf) - saber nada / lea / condwcir

E: can (+VPRinf) - canswim/read / drive

b) [bestehen] in German has as English trandation either "insist on" or "consist of”", depending
onthe German prepasition used.

G: bestehen + subj + p_olj (auf)

E: insist on

G: bestehen + subj + p_olj (in)

E: consist of

" In the examples below, we used the following abbreviations: C: Catalan, E: English, F: French, G: German, K:
Korean, |: Italian, P: Portoghese, S: Spanish.

18¢
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5.1.1.1.1 Sense distinctions acarding to syntadic framesin Colli ns Gem

word : know

trandlation 1: savoir

trandation 2: conraitre

Semantic constraint ontranslation 2: domain (person, author, place

5.1.1.1.2 Sensedistinctions acmrding to syntadic framesin PAROLE-Simple

Relevant Informationin P-S. Syntadic Unit

Italian

Analysis
P-S

in

(a.) sapere (to knowv something):

"Gianni salamatematicd' (John knavs maths)

"Gianni sa dhe Maria émalata’ (John knavsthat Mary isill)

(b.) sapere (to be aleto dosomething)

"Gianni sanudare" (Johncan swim)

Synt. Construction:

posl = NP; pos2 = That_S/ NP

Synt. ruction:

posl = NP; pos2 = Inf_V

Synt. Zonstruction:

posl = NP; pos2 = That_S/ NP

&/n: struction:

posl = NP; pos2 = Inf_V

18¢
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5.1.1.1.3 Sense distinctions acarding to syntadic framesin SY STRAN

know .if_olbjed_isanoun clause thentrandatelT “sapere”

know .if_obed_is a nounrHUMAN then trandate IT “concscere”

saber .if_governs_inf "nadar” then “know how”

saber .if_governs_infinitive” then translate EN “can/be &le”, elsetransate EN “know”

(priorities can be asggned to asaure ordering of rules, e.g. the examples for saber in the order
shown here)

bestehen if_prep_complement_is “auf” _and_its oged_is abstrad then trandate EN “insist
(on)”

5.1.1.1.4 Sense Distinction acording to syntadic framesin Lexicd Conceptual
Structure Lexicon

[know/saber]
E: know (+Comp) - John knavs Mary to beill [E-1]
- John knavsthat Mary isill [E-2]
(+PP - John knavs (of/about) Mary  [E-3]
S: saber [S1,2,3
E: know (+NP) - John knavs Mary [E-4]
S: conccer [S-4]
[E-1]:
;; Grid: 29.5.a#1# exp_perc_mod - prop(to)#

187
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(DEFINE - WORD
:DEF_WORD "know"
:CLASS "29.5.a"
'WN_SENSE (("1.5" 332083 333362 - ) ("1.6" 400501 401762 411402))
:LANGUAGE ENGLISH
:LCS ((ROOT NIL STATE BE PERCEPTUAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(:ARG NIL POSITION AT PERCEPTUAL NIL 38
((:SUB NIL THING NIL NIL VAR 2)
(:ARG * THING NIL NIL VAR 8)))
(:MOD NIL POSITION AS CIRCUMSTANTIAL NIL 39
((:SUB NIL STATE *HEAD* NIL NIL 40)
(ARG * NIL NIL NIL VAR 28)))
(:MOD NIL MANNER KNOW+INGLY NIL NIL 26)))
'VAR_SPEC ((2 (HUMAN +)) (28 (THING -) (CFORM INF) :OBLIGATORY))
:COLLOCATIONS ((28 "to"))

[E-2]:

;; Grid: 29.5.b#1# exp_prop(that)#

(DEFINE - WORD
:DEF_WORD "know"
:CLASS "29.5.b"
‘WN_SENSE (("1.5" 333362 333754) ("1.6" 401762 402210))
:LANGUAGE ENGLISH
:LCS ((ROOT NIL STATE BE PER CEPTUAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(:ARG NIL POSITION AT CIRCUMSTANTIAL NIL 38
((:SUB NIL THING NIL NIL VAR 2) (:ARG * NIL NIL NIL VAR 27)))
(:MOD NIL MANNER KNOW+INGLY NIL NIL 26)))
‘VAR_SPEC ((2 (HUMAN +)) (27 (THING  -) (CFORM FIN)))
:COLLOCATIONS ((27 "that"))

[E- 3]

;; Grid: 29.5.c.i#1#_exp_perc(of,about)#

(DEFINE - WORD
:DEF_WORD "know"
:CLASS "29.5.c.i"
‘WN_SENSE (("1.5" 333362) ("1.6" 401762))
:LANGUAGE ENGLISH
:LCS (:ROOT NIL STATE BE PERCEPTUAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(:ARG * POSITION [ABOUT] PERCEPTUAL NIL 7
((:S UB NIL THING NIL NIL VAR 2)
(:ARG NIL THING NIL NIL VAR 8)))
(:MOD NIL MANNER KNOW+INGLY NIL NIL 26)))
:‘VAR_SPEC ((2 (HUMAN +)))

[E-4]:

;; Grid: 29.5.c.ii#1#_exp_perc#

(DEFINE - WORD
18¢€
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:DEF_WORD "know"
:CLASS "29.5.c.ii"
‘WN_SENSE (("1.5" 333362) ("1.6" 401762))
:LANGUAGE ENGLISH
:LCS (:ROOT NIL STATE BE PERCEPTUAL NIL 37
(GSUB*T HING NIL NIL VAR 2)
(:ARG NIL POSITION [ABOUT] PERCEPTUAL NIL 7
((:SUB NIL THING NIL NIL VAR 2)
(:ARG * THING NIL NIL VAR 8)))
(:MOD NIL MANNER KNOW+INGLY NIL NIL 26)))
:‘VAR_SPEC ((2 (HUMAN +)))

[S-1]

(DEFINE - WORD

)

:DEF_WORD "saber"
:GLOSS "know"
:CLASS "29.5.a"
‘WN_SENSE (("1.5" 332083 333362 -- ) ("1.6" 400501 401762 41
:LANGUAGE SPANISH
:LCS (:ROOT NIL STATE BE PERCEPTUAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(ARG NIL POSITION AT PERCEPTUAL NIL 38
(:SUB NIL THING NIL NIL VAR 2)
(:ARG * THING NIL NIL VAR 8)))
(:MOD NIL POSITION AS CIRCUMSTANTIAL NIL 39
((:SUB NIL STATE *HEAD* NIL NIL 40)
(:ARG * NIL NIL NIL VAR 28)))
(:MOD NIL MANNER KNOW-+INGLY NIL NIL 26)))

1402))

'VAR_SPEC ((2 (HUMAN +)) (28 (THING -) (CFORM FIN) :OBLIGATORY))

[S-2]:

;; Grid: 29.5.b#1# exp_prop(que)#

(DEFINE - WORD

:DEF_WORD "saber"
:GLOSS "know"
:CLASS "29.5.b"
‘WN_SENSE (("1.5 " 333362 333754) ("1.6" 401762 402210))
:LANGUAGE ENGLISH
:LCS (:ROOT NIL STATE BE PERCEPTUAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(:ARG NIL POSITION AT CIRCUMSTANTIAL NIL 38
((:SUB NIL THING NIL NIL VAR 2) :ARG * NIL NIL NI

(:MOD NIL MANNER KNOW+INGLY NIL NIL 26)))
'VAR_SPEC ((2 (HUMAN +)) (27 (THING -) (CFORM FIN)))
:COLLOCATIONS ((27 "que"))

[S-3]:

;; Grid: 29.5.c.i#1#_exp_perc(de)#

(DEFINE - WORD

‘DEF_WORD "saber"

:GLOSS "know"

:CLASS "29.5.c.i"

"WN_SENSE (("1.5" 333362) ("1.6" 401762))

L VAR 27)))
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:LANGUAGE ENGLISH
:LCS ((ROOT NIL STATE BE PERCEPTUAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(:ARG * POSITION [ABOUT] PERCEPTUAL NIL 7
((:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL THING NIL NIL VAR 8)))

(:MOD NIL MANNER KNOW+INGLY NIL NIL 26)))

'VAR_SPEC ((2 (HUMAN +)))

)

[S-4]:

(DEFINE - WORD
:DEF_WORD "conocer"
:GLOSS "know"
:CLASS "29.5.c.ii"
"WN_SENSE (("1.5" 333362) ("1.6" 401762 )
:LANGUAGE SPANISH
:LCS (:ROOT NIL STATE BE PERCEPTUAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(ARG NIL POSITION [ABOUT] PERCEPTUAL NIL 7
((:SUB NIL THING NIL NIL VAR 2)
(ARG * THING NIL NIL VAR 8)))
(:MO D NIL MANNER KNOW+INGLY NIL NIL 26)))
:‘VAR_SPEC ((2 (HUMAN +)))

5.1.1.2 Sense distinctions according to semantic types of context

a) [Encender], in Spanish, can be trandated into English as "to light", "to switch o' or "to set on
fire", depending on the semantic type of the objed.

E: to light a cand €/cigarette

S: encender unavela/ cigarrill o

E: to switch ontheradio, tv

S: encender laradio, latele

E: to set onfire/ignite stubde

S: encender € rastrojo

b) The ajedive [grop] in German, can either be translated as "large" or "big" in English, a as
"grande” or "gros<" in French, depending on context.

19C
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G: eln gropes Zimmer

F: une grande chambre
E: alargeroom

G: ein gropes Auto
F: une grosse voiture
E: abigca

c) Trandations of the English verb [shake] depend onits argument type (e.g., abstrad such as
'ildeas’ versus concrete such as 'bag’) or whether the shake refers to an internal motion d the subjed
(‘tremble' sense). The same for [break].

E: shake abag

P: saqudir um sam

K: na-nun kapang-ul hurtul-essta

(I-Top kag-Acc shake-Past-Ded)

I: agitare/ scuotere unaborsa ('Maria agtava / scucteva una beosa')

S: agitar unabodsa

E: hisideas hookme

P: suas ideias me aalaram

I: turbare / colpire

('Le sueideemi hannoturbato / colpito')

S: conmocionar (sus ideas me @nmocionaron)

E: My hands shook

K: na-nuntali-katteli-essta
(I-Top legs-Nom shake-Past-Ded)
I: tremare ('Le mie mani tremand)
S: temblar (mis mancs tiemblan)

P: tremer

[break]
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E: John lroke the window

K: Chelswu-ka changmwuntul kkayttuly-essta
(Chelswu-Nom window-Acc bre&-Past-Ded)
I: Gianni harotto / infranto lafinestra

S: romper (Juan rompié la ventana)

E: John lroke the law

K: Chelswu-ka pep-ul eky-essta
(Chelswu-Nom law-Acc bre&-Past-Ded)
I: Gianni haviolato lalegge

S: violar / quebrantar (Juan viol 6 /quebrantd laley)

E: The ca broke

I: Lamacdinasi € rotta/guastata

The same adion from a different perspedive, sometime requiring changes to arguments:

[bring/take]
E & S: bring/traea (agent,patient,destination=here)
take/llevar (agent,patient,destination=there)

C: portar (agent, patient,desti nation=here& there)

E: bring/cary the books home
S: traea los libros a caa

C: portar elsllibresa caa



ISLE IST-19991064 7WP2-WP3

E: take/cary the books to the schod
S: llevar loslibros ala escuela

C: portar elsllibresal'escola

5.1.1.2.1 Sense distinctions acording to semantic types in Colli ns Gem

word :big
trandlation 1: grand(e)

tranglation 2: gros(se)

word : shake

trandation 1: secouer

trandation 2: agiter

translation 3: ébranler

translation 4: trembler

(MorphgSyntadic constraint ontrandation 1: subcategorization frame (vt)
(Morphog)Syntadic constraint ontranslation 3: subcaegorization frame (vt)
(MorphgSyntadic constraint ontranslation 4: subcategorization frame (vi)

Semantic constraint on translation 3: domain (house, confidence)

5.1.1.2.2 Sense distinctions acmrding to semantic types in PAROLE-Simple

Relevant Information in P-S: (i.) Template type (link to a node in the ontology); (ii.) Syntadic
Unit; (iii.) Predicative_Representation

19¢
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Italian (a) portare (to cary / bring something):
"Gianni porto la gavatta aMariad" (John krought the bookto Mary)
(b.) portare (to wea something)

"Gianni portala qavatta' (Johnweasthetie)

Analysisin P-S T port a) > z 0
Template type: Template type:
Cause_change of locdion Cause _change of locdion
Synt. Construction: Synt. Construction:

posl = NP; pos2 = NP; pos3 = a PP posl = NP; pos2 = NP; pos3 = a PP

Arg. Struct.:  Arg. Struct.:
(<arg0>,<argl><ag2>) (<arg0>,<argl><ag2>)
: (b)) >
m Relational_ad mpe: Relational_ad
Synt Construction: Synt Construction:
posl = NP; pas2 = NP posl = NP; pas2 = NP

Arg. Struct.: (<arg0>,<argl: Arg. Struct.: (<arg0>,<argl:
Clothes>) Clothes>)

Relevant Information in P-S. (i.) Template type (link to a node in the ontology); (ii.)
Domain; (iii .) Qualia Structure

Italian (a) colpire (to hit somebody with something):
"Gianni mi ha @lpito conil Martello" (John ht me with the hammer)
(b.) colpire (to impress ®mebody)
"Il film ha @lpito Maria' (The movie impressed Mary)
(c.) colpire (to damage something)

"Il terremoto ha mlpito laCina' (The quake damaged the China)
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P-S >

Template type: Relational_ad Template type: Relational_ad

Constitutive: Contad=yes Constitutive: Contad=yes

>

Template type: Cause Experience Template type: Cause Experience

Domain: Psychaoogy Domain: Psychaoogy
erqU: colpire (c) > =
Template type: Relational Act Template type: Relational Act

5.1.1.2.3Sense distinctions acording to semantic types in Euro(/Ital )WordNet

[Shake]
E: shake abag

I: agitare, scuctere unaborsa

{Aqgitare, riscuotere, menare, scuotere, vibrare, dimenare}
Definition: muoverein quaeil la

Has Hyperonym: muovere

Top Concept: Cause, Locaion, Physicd

EQ SYNONYMY relationwith:

{shake, agitate}
Definition: move back andforth;

Has Hyperonym: move
19t
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Top Concept: Cause, Locaion, Physicd

E: my hands $hook

I: le mie mani tremano

{tremare, vibrare}
Top Concept: Locaion, Dynamic

EQ NEAR_SYNONYMY relationwith:

{ oscill ate, vibrate}
Definition: moveor swing fromside to sideregularly

AndEQ NEAR SYNONYMY relation with:

{tremble, shake, didder}

Definition: movewith atremor

E: hisideas shookme

I: le sue ideemi hannocolpito

{ colpire, scioccae, impressonare}
Top Concept: Cause

EQ NEAR SYNONYMY relationwith:

{shock, stun, floor, ball over, tadk abadk, blow out of the water}
Definition: surprise greatly;

Top Concept: Cause

19¢
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5.1.1.2.4Sense distinctions acording to semantic typesin EUROTRA

lex47 = {e_lu=disponer,e_isrno="3"} => {gb_lu=prepare, gb_rno=1}.
lex48 = {e_lu=disponer,e_isrno="2"} => {gb_lu=arrange, gb_rno=1}.
lex49 = {e_| u=disponer,e_isrno="1"} => {gb_lu=have, gb_rno=1}.

These dements are references to the full mondingual entries which contain more information. This
information is used for disambiguation and takes into ac@urt, for instance, the semantic typing of
the aguments (disponer_3 and dsporer_2 have an argl which must be human, while disporer_1
hasto be a ©ncrete).

disponer_3 =

{cat=v,e_lu=disponer,e_isrno='3',e_isframe=argl 2,
e_pformargl=nil,e_pformarg2=nil,e_pformarg3=nil,e_pformarg4=nil,
pltype=nil,p2ty pe=nil,

semargl= humsemarg2=conc,semarg3=nil,semarg4=nil,
e_vtype=main,vfeat=nstat,attype=nil,instrumental=yes,erg=no,
term='0", source=ttt,

definition="Colocar, poner las cosas en orden vy situacion
conveniente.',

example='El mayordomo ha dispuesto las hab itaciones para los
invitados.'

%% xread _no='3'
%% lex_name=disponer}.

disponer_2 =

{cat=v,e_lu=disponer,e_isrno="2',e_isframe=argl 2,
e_pformargl=nil,e_pformarg2=nil,e_pformarg3=nil,e_pformarg4=nil,
pltype=nil,p2type=nil,

semargl= humsemarg2=sit,semarg3=n il,semarg4=nil,
e_vtype=main,vfeat=nstat,attype=vol,instrumental=no,erg=no,
term='0", source=ttt,

definition="Deliberar, determinar, mandar lo que ha de hacerse’,
example="El gobierno ha dispuesto el envio de barcos al Golfo . La
Unesco ha dispuesto enviar ayuda humanitaria a la India’
%% xread_no="2'

%% lex_name=disponer}.

In the cae of disporer_1 the main distinctive feaure is the presence of a boundPPas arg2 marked
with the preposition 'de’ (of).

disponer_1 =
{cat=v,e_lu=disponer,e_isrno="1',e_isf rame=argl 2,
e_pformargl=nil, e_pf or mar g2=de,e_pformarg3=nil,e_pformarg4=nil,

pltype=nil,p2type=nil,

semargl= conc,semarg2=ent,semarg3=nil,semarg4=nil,
e_vtype=main,vfeat=stat,attype=nil,instrumental=no,erg=no,

term='0', source=ttt,

definition="Valerse de un a persona o cosa, tenerla o utilizarla
por
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suya. En sentido mas amplio, tener.',

example='J y M disponen de poco tiempo para preparar el viaje. La
casa dispone de tres habitaciones para invitados.'

%% xread_no='1'

%% lex_name=disponer}.

In the cae of nowns, such as management, dired reference to the semantic typing was also used for
lexicd seledion. It has to be taken into acourt that no full agreement abou the set of semantic
typing feaures was achieved in Eurotra.

tlex7 = {gb_lu=management,rsf_hu man=yes} =>

{e_lu=direccién,sem=org}.
tlex8 = {gb_lu=management,rsf_human=no} => {e_lu=gestion}.

management={gb_lu=management,cat=n,gb_rno=1,morph_source=verbal,nc
lass=common,n_morphol=none,rsf_human=yes,rsf_loc=space,rsf_coll=ye
s,det_use=always_the,v_ag r=sing,plurality=no_pl,ers_frame=none,t=n
0,wh=no,source=tc,person=third}.
management={gb_lu=management,cat=n,gb_rno=2,morph_source=verbal,nc
lass=common,n_morphol=none,rsf_human=no,rsf_loc=none,rsf_coll=no,d
et_use=never_det,v_agr=sing,plurality=no_pl,ers_f rame=subj_objnp,t
=no,wh=no,source=tc,person=third}.

5.1.1.2.5 Sense distinctions acarding to semantic typesin SY STRAN

gross .if_modifies nourtLOCATION thentrnd. EN “big”

shake .if _semantic_objed_is nounrCONCRETE+NOT_ANIMATE then trsndl ....
Thistakes care of : They shookthe bag
The bag was daken
. The bag, shaken by the man, lroke
The shaken bag
Shake .if_no_oled and if_subjed_is nounrrHUMAN thentrnd ...
The man shook.

Shake .if_no_oled and if_subjed_is nountDEVICE thentrnd ...

19€
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His hands shook.

The engine shook.

For bring and take, SY STRAN would have two similar expressons and give the same CAT trnsl for
both

5.1.1.2.6Sense distinctions acmrding to semantic types in Lexicd Conceptual
Structure Lexicon

Asymmetricd hyporyms
[bring/take]
E: bring/cary the books home [E-5][ E-6]

S: traea los libros a caa
CAT: portar elsllibresa caa

E: take/cary the books to the schod [E-6][E-7]
S: llevar loslibros ala escuela
CAT: portar elsllibres al'escola

[E-95]

5 Grid: 11.3#1# _ag_th,src(from),go al(to)#

(DEFINE - WORD
:DEF_WORD "bring"
:CLASS "11.3"
‘WN_SENSE (("1.5" 1188762 824200 823804 1271735)
("1.6" 1422262 1422262 982468 1527059))
:LANGUAGE ENGLISH
:LCS ((ROOT NIL EVENT CAUSE NIL NIL 37
((:SUB * THING NIL NIL VA R1)
(:ARG NIL EVENT GO LOCATIONAL NIL 38
((:SUB * THING NIL NIL VAR 2)
(ARG * PATH TO LOCATIONAL NIL 5
((:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL POSITION AT LOCATIONAL NIL 39
(GSUB NIL  THING NIL NIL VAR 2)
(:ARG NIL THING NIL NIL VAR 6)))))
(ARG * PATH FROM LOCATIONAL NIL 3
((:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL POSITION AT LOCATIONAL NIL 40
((:SUB NIL THING NIL NIL VA R 2)
(ARG NIL THING NIL NIL VAR 4))))))
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(:MOD NIL MANNER BRING+INGLY NIL NIL 26)))
'VAR_SPEC ((5 :OPTIONAL) (3 :OPTIONAL) (1 (ANIMATE +)))

5 Grid: 11.4.ii#1# _ag_th,src(from),goal(to)#

(DEFINE - WORD

:DEF_WORD "carry"
:CLASS "11.4.ii"
"WN_SENSE (("1.5" 834152 1537537 1190169)

("1.6" 994853 1855700 1424107))
:LANGUAGE ENGLISH
:LCS (:ROOT NIL EVENT CAUSE NIL NIL 37

((:SUB * THING NIL NIL VAR 1)
(ARG NIL EVENT GO LOCATIONAL NIL 38
((:SUB * THING NIL NIL VAR 2)
(ARG * PATH [TO] LOCATIONAL NIL 5
((:SUB NIL THING NIL NI L VAR 2)
(ARG NIL POSITION AT LOCATIONAL NIL 39
((:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL THING NIL NIL VAR 6)))))
(:ARG * PATH [FROM] LOCATIONAL NIL 3
((:SUB NIL THING NIL NIL VAR 2)
(ARG NIL POSITION AT LOCATIONAL NIL 40
((:SUB NIL THING NIL NIL VAR 2)
(ARG NIL THING NIL NIL VAR 4))))))
(:MOD NIL MANNER CARRY+INGLY NIL NIL 26)))
'VAR_SPEC ((5 :OPTIONAL) (3 :OPTIONAL) (1 (ANIMATE +)))
)

[E-7]

5 Grid: 11.3#1# _ag_th,src(from),goal(to)#

(DEFINE - WORD
:DEF_WORD "take"
‘CLASS "11.3"
'WN_SENSE (("1.5 " 691086 379073 1258879 104355 1259481 1537537
1257967 824200 620792)
("1.6" 826635 455018 1510674 118898 1511279 1855700
1509715 1422262 744637))
:LANGUAGE ENGLISH
:LCS (:ROOT NIL EVENT CAUSE NIL NIL 37
((:SUB * THING NIL NIL VAR 1)
(:ARG NIL EVENT GO LOCATIONAL NIL 38
((:SUB * THING NIL NIL VAR 2)
(:ARG * PATH TO LOCATIONAL NIL 5
((:SUB NIL THING NIL NIL VAR 2)
(ARG NIL POSITION AT LOCATIONALNIL3 9
((:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL THING NIL NIL VAR 6)))))
(:ARG * PATH FROM LOCATIONAL NIL 3
((:SUB NIL THING NIL NIL VAR 2)
(ARG NIL POSITION AT LOCATIONAL NIL 40
((:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL THING NIL NIL VAR 4)))))))
(:MOD NIL MANNER TAKE+INGLY NIL NIL 26)))
'VAR_SPEC ((5 :OPTIONAL) (3 :OPTIONAL) (1 (ANIMATE +)))
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5.1.1.3 Senses according to domain terms

a) [File] in English is paysemous, bu in German it is translated as either "Feil€" in the general
domain or as"Datel" when in the computer domain.

E: file

G: Feile (general domain)

E: file

G: Datei (computer domain)

b) The two dfferent senses of [mouse] (a homonym in English) are translated as two dfferent
lexicd itemsin Italian, acording to damain.

[mouse] Homonymsin English
E: Mouse

I: mouse (computer)

E: Mouse

I: topo(zod.)

5.1.1.3.1Senses acording to Domain termsin Colli ns Gem

word : avoca

trandation 1: barrister
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trandation 2: avocado
Semantic constraint on trandation 1: domain

Semantic constraint ontrandation 2: domain

5.1.1.3.2 Senses ac@rding to Domain termsin PAROLE-Simple
Sense distinctions refleded in terms of domain and semantic type

Relevant Information in P-S. (i.) Template type (link to a node in the ontology); (ii.)
Domain

Example (a) mouse (atype of animal) (It. topo)

(b.) mouse (painting devicefor computers) (It. mouse)

Analysis in et se{a) > C 0
P-S
Template type: Animal Template type: Animal

Domain: Zoology Domain: Zoology
@I) >

Template_type: Instrument Tempje_type: Instrument
Domain: Computing Domain: Computing

5.1.1.3.3 Senses acording to Domain terms in Euro(/Ital ) WordNet
[file] paysemousin English
E: file

I schedario (general domain)
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{ schedario, clasellario, clasdficatore}
EQ_SYNONYMY relationwith:
{file, file cainet, fili ng cabinet}

Definition: a container for keging pagersin order

E: file

I: file (computer domain)

{file, documento}
DOMAIN: Computer
EQ _SYNONYMY relationwith:

{file, datafile}

[mouse]homonyms in English

E: Mouse

I: Mouse

{mouse}

DOMAIN: Computer

EQ _SYNONYMY relationwith:
{mouse}

Definition: a hand oprated devicethat moves the aursor on acomputer screen

E: Mouse

I: Topo
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{topo,sorcio}
EQ_SYNONYMY relationwith:
{mouse}

Definition: small rodents

5.1.1.3.4Senses acording to Domain termsin SY STRAN

SY STRAN distinguishes domain-spedafic trandlations in the Stem Dictionary.
e.g. the entry for file has atrand for “TG=technicd” DE “Felle”

and TG=computer” as DE “Datei”

similarly for Mouse

Of coursethisisnot sufficient to keep the two meanings apart.
Therefore, there will also be entriesin the Expresson Dictionary
e.g. mousepad

click ... mouse

etc.

5.1.1.4 Number (nb)

There ae some caes where the languages we tred differ with resped to number.

5.1.1.4.1 Differencesresped to number in EUROTRA

DA: USA (sing) ES: EEUU (plu)
EN: persons ES: gente (sing)
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In these caes the value of number has to be dhanged, bah onthe led node and onthe np-noce. The
led ruleisasfollows:

b10b = {cat=n,da_lu=usa,nb=sing} => {e_lu=eeuu,nb=plu}.

5.1.2 Examples of differences in predicate argument structure

It is often the case that atrandation hes inverted arguments mapping or differences in the syntadic
structure & fown in the examples below:

E: | likeMary

F: Marie plait ‘amoi. (Marie me plait)
(Mary ispleasing to me)

G: Maria gefallt mir

I: A mepiaceMaria

E: | miss Mary
F: Marie me manque
G: Mariafehlt mir

I: A memancaMaria

5.1.2.1.1 Inverted argument mappings in Colli ns Gem

word : manquer
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multiword : il/cdanous manque

trandation : | misshim/this

5.1.2.1.2 Inverted argument mappings in PAROLE-Simple

Sense distinctions refleded in terms of semantic type, syntadic frames and argument structure:

Relevant Information in P-S: (i.) Template type (link to a node in the ontology); (ii.) Syntadic
Unit; (iii.) Predicative_Representation

Italian (a) mancare (to ladk something):
"A me mancano soldi” (I ladk money)
(b.) mancare (to miss ®mebody)

"A memancaMaria’ (I miss Mary)
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Analysis in T mancare (&) > =W
P-S

Template type: Relational_state Template type: Relational_state

Construction:

Synt. Construction:

Nosl = PP, pos

Arg. Struct.: (<arg0>,<argl>)

o e
—
emplate _type: EXperience event Template type: Experience event

Synt. Construction: Synt. Construction:

posl = PR, pas2 = NP >

Arg. Struct.. (<arg0: Experience>, Arg. . (<arg0: Experience>,
<argl>) <argl>)

5.1.2.1.3 Inverted arguments mapping in EUROTRA

Role danges canna be performed elegantly. The role a phrase plays depends on the
subcaegorisation frame of its governor. Such role dianges are never general but lexicdly
dependant. The necessary information to contextualise arule - that is the lu of the governor- is
present at a higher node. The only way to change the role was by means of a structura rule ,
deleting the phrase, whose role dhanges from one language to the other, at the left-hand side of the
rule and reaeding it on the right-hand side. The information d the phrase which is copied to the
TL hasto be eplicitly saved with variables.

examples:
EN: I likeMary
agl ag2
ES: Me gustaMaria
arg2 argl
rule:
b

tlike = S:{cat=s}[V:{cat=v,gb_lu=like},
~:{cat=np,role=arg1}

[N {1

~:{cat=np,role=arg2}

[N2:{}1]
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=>
S:{cat=s}<V:{cat=v,e_lu=gustar},
{cat=np,role=arg1}
<N2>,
{cat=np,role=arg2}
<N>>,

5.1.2.1.4 Inverted arguments mappings in SY STRAN

SYSTRAN handes the following type (subjea — dativeObjed swapping ) by attaching a spedal
code to the translation

E: “like”
Trd G: “gefallen + DATSUB”
Trd FR “plaire +DATSUB”

This codetriggers aprogram which performs al the necessary transformations.

5.1.2.1.5 Inverted arguments mappings in Lexicad Conceptual Structure Lexicon

E: I like Mary [E-8]
S:Mariamegusta [S-5]

[E - 8]

;» Grid: 31.2.a#1#_exp_perc,purp(for), mod _pred@@syt

(DEFINE - WORD
:DEF_WORD "like"
:CLASS "31.2.a"
'WN_SENSE (("1.5" 1012304 1012137) ("1.6" 1213391 1213205))
'LANGUAGE ENGLISH
.LCS (:ROOT NIL STATE BE PERCEPTUAL NIL 37
(' SUB * THING NIL NIL VAR 2)
(:ARG NIL POSITION AT PERCEPTUAL NIL 38
((:SUB NIL THING NIL NIL VAR 2)
(:ARG * THING NIL NIL VAR 8)))
(:MOD * POSITION FOR INTENTIONAL NIL 21
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((:SUB NIL STATE *HEAD* NIL NIL 39)
(:ARG NIL THING NIL NIL VAR 22)))
(:MOD * POSITION AS IDENTIFICATIONAL NIL 29
((:SUB NIL STATE *HEAD* NIL NIL 40)
(:ARG NIL THING NIL NIL VAR 30)))
(:MOD NIL MANNER LIKE+INGLY NIL NIL 26)))
'VAR_SPEC ((2( HUMAN +)) (8 (ANIMATE +)) (21 :OPTIONAL) (29 :OPTIONAL))

)

[S-5]:

;; Grid: 31.2.a#1# exp_perc,purp(por,para),mod - pred (como)#

(DEFINE - WORD
:DEF_WORD "gustar"
:GLOSS "like"
:CLASS "31.2.a"
‘WN_SENSE (("1.5" 1012304 1012137) ("1.6" 1213391 1213205))
:LANGUAGE SPANISH
:LCS (:ROOT NIL STATE BE PERCEPTUAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(ARG NIL POSITION AT PERCEPTUAL NIL 38
((:SUB NIL THING NIL NIL VAR 2)
(ARG * THING NIL NIL VAR 8)))
(:MOD * POSITION FOR INTENTIONAL NIL 21
((:SUB NIL STATE *HEAD* NIL NIL 39)
(ARG NIL THING NIL NIL VAR 22) )
(:MOD * POSITION AS IDENTIFICATIONAL NIL 29
((:SUB NIL STATE *HEAD* NIL NIL 40)
(ARG NIL THING NIL NIL VAR 30)))
(:MOD NIL MANNER LIKE+INGLY NIL NIL 26)))
'VAR_SPEC ((2 (HUMAN +) :INT) (8 (ANIMATE +) :EXT)
(21 :OPTIONAL) (29 :OPTIONAL))

5.1.3 Examples involving more than a single lexical item

5.1.3.1 Predicative nominals that are predicative adjectives in another language,
and/or that take different auxiliaries (Categorial)

E: I am hungry
F: Ja fam
G: Ich habe Hunger

(I have hunger)
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I: a. Sonoaffamato (adj.)

b. hofame (N.)
S: a tener hambre (N.)

b. estar hambriento /sediento (adj)

E: That problem isimportant
K: ku mwuncey-ka avungyoha-ta.

(that problem-Nom important-Ded)

5.1.3.1.1 Categorialsin Collins Gem

word : hungry
multiword : to be hurgry

trandation : avoir fam

5.1.3.1.2 Categorials in EUROTRA

Category changes can occur at different levels. We will only ded with those cadegory changes
which are performed from led node to led nodk, i.e. where the structure & uch can be mantained
but the feaure @ntaining information abou the syntadic cdegory has to be danged from SL to
TL.

examples:
DA:nogen (ca=adj) ES.algun (ca=quant)
21C
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rules:

tnogenl = {cat=adj,dalu=nogen}=>{cat=quant,e_lu=algun}.

5.1.3.1.3 Categoriasin SY STRAN

SYSTRAN simply translates the words by the diff erent category
E.g Dbe.if_pred.adjedive is“hungry”

Trsl be aFR “avoir”

Trd hungry asFR“fam”

There ae only a limited number of expressons of this type in the western European languages. It
would cetanly also be possble to change the cdegories to the ones required by the target
language.

For the Korean example, a part of the transfer program is exeauted that transfers al verb
information from the wpuato the aljedive and makes the (conjugable) Korean adjedive into the
predicate of the translated sentence. Nothing speaal isdorein the dictionary.

5.1.3.1.4 Categorialsin Lexicd Conceptua Structure Lexicon

E: I am hungry [E-9] from (Dorr,1993
G: Ich habe Hunger [G-1] from (Dorr,1993

[E-9]

(DEFINE - WORD
:DEF_WORD "be"
:LANGUAGE ENGLISH
:LCS (:ROOT NIL STATE BE IDENTIFICATIONAL NIL 37
((SUB*TH  ING NIL NIL VAR 2)
(:ARG NIL POSITION AT IDENTIFICATIONAL NIL 38
((:SUB NIL THING NIL NIL VAR 2)
(:ARG * PROPERTY NIL NIL VAR 8)))))
'VAR_SPEC ((2 (HUMAN +)) (8 (ANIMATE +)))
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)

(DEFINE - WORD
:DEF_WORD "hungry"
'LANGUAGE ENGLISH
'LCS (:ROOT NIL PROPERTY HUNGRY+/P NIL NIL 0)

)

[G-1]

(DEFINE - WORD
:DEF_WORD "haben"
:LANGUAGE GERMAN
:LCS ((ROOT NIL STATE BE IDENTIFICATIONAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(:ARG NIL POSITION AT IDENTIFICATIONAL NIL 38
((:SUB NIL THING NIL NIL VAR 2)
(:ARG * PROPERTY NIL NIL VAR 8)))))

'VAR_SPEC ((2 (HUMAN + )) (8 (:CAT N)))

)

(DEFINE - WORD
:DEF_WORD "Hunger"
:LANGUAGE GERMAN
:LCS (:ROOT NIL PROPERTY HUNGRY+/P NIL NIL 0)

)

NOTE: possessional haben would look like this:

(DEFINE - WORD
:DEF_WORD "haben"
:LANGUAGE GERMAN
:LCS ((ROOT NIL STATE BE POSS  ESSIONAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(:ARG NIL POSITION AT POSSESSIONAL NIL 38
((:SUB NIL THING NIL NIL VAR 2)
(:ARG * THING NIL NIL VAR 8)))))
'VAR_SPEC ((2 (HUMAN +)))

)

5.1.3.2 Conflational: a single word in one language is a phrase in another

E: farmer's wife
F: fermiere

|: fattora (rare)

F: Il apris |aretraite

E: Heretired
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G: Erist in den Ruhestand getreten

5.1.3.2.1 Conflationalsin Colli ns Gem
word : fermier, iere
trandation 1: farmer
trandation 2: farmer’ swife
Syntadic constraint ontranglation 1: morphaosyntadic (nm)

Syntadic constraint ontrandation 2: morphaosyntadic (nf)

word : retraite
multiword : prendre saretraite

trandation 1: to retire

5.1.3.2.2 Conflationalsin Euro(/Ital)WordNet

E: facepowder

I: cipria

{cipria}

Definition: sottile polvere per truccareil viso
Has Hyperonym: cosmetico
EQ_SYNONYMY relationwith:
{facepowder}

Has Hyperonym: cosmetics
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5.1.3.2.3 Conflationalsin SY STRAN

SYSTRAN alows tranglation d oneword by several and viceversa.
In the first case, spedal dictionary codes are used to indicae which and hav many of the words in

the trandation read to be infleded. There ae dso codes to indicae the order of words in the
trandation.

E: farmer'swife

Trd F: “fermiere”

E: retire

Trd DE “ in den Ruhestand treten” (+ a @de that indicates other word orders; e.g. er tritt in den
Ruhestand)

5.1.3.3 Argument incorporation differences: some arguments in one language are
incorporated into the head in the other language

E: to funnd
P: coloca com um funil
(put with afunrel)

I: versare onl'imbuto

5.1.3.3.1 Argument incorporation dfferencesin Colli ns Gem
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type of phenomena : multiword constructions
subtype : argument incorporation

word : funrel, bicycle, etc.

5.1.3.3.2 Argument incorporation dff erencesin Euro(/Ital)WordNet

E: to funrd

I: versare onl’'imbuto

{imbuto}
Definition: strumento d forma conica per versareliquidi all’interno d redpienti
Has Hyperonym: strumento

EQ SYNONYMY relationwith:

{Funnel}
Definition: a conically shaped uensil

EQ ROLE relationwith:

{to funrel}

Definition: pou through afunrel

5.1.3.3.3Argument incorporation dfferencesin SY STRAN

For SYSTRAN:similar to the dove examples, except here it is often necessary to indicate which
word is the head word and whether the diread objed must be inserted in the aoded expresson. The
code INSOBJ is used for this.
e.g. EN funrel (verb)
Trd colocae com um funil +WN1=verb+ INSOBJ
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5.1.3.3.4 Argument incorporation dfferences in Lexicd Conceptual
Lexicon

E: to funrd
S: encauzar con unembudo

[E - 10]

(DEFINE - WORD
:DEF_WORD "funnel"
:GLOSS "funnel"
:CLASS "9.3.a"
'WN_SENSE (830384)
:LANGUAGE ENGLISH
:LCS (:ROOT NIL EVENT C  AUSE NIL NIL 36
((:SUB * THING NIL NIL VAR 1)
(:ARG NIL EVENT GO LOCATIONAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(:ARG * PATH [TOWARD] LOCATIONAL NIL 5
((:SUB NIL THING NIL NIL VAR 2)
(ARG NIL  POSITION [IN] LOCATIONAL NIL 38
((:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL THING NIL NIL VAR 6)))))))
(:MOD * POSITION WITH INSTRUMENTAL NIL 19
((:SUB NIL EVENT *HEAD* NIL NIL 39)
(ARG NIL THING F UNNEL+ER NIL NIL 20)))))
'VAR_SPEC ((1 (ANIMATE +)))

)

[S-6]

(DEFINE - WORD
:DEF_WORD "encauzar"
:GLOSS "funnel”
:CLASS "9.3.a"
‘WN_SENSE (("1.5" 830384) ("1.6" 990205))
:LANGUAGE SPANISH
:LCS (:ROOT NIL EVENT CAUSE NIL NIL 37
((:SUB * THING NIL NIL VAR 1)
(:ARG NIL EVENT GO LOCATIONAL NIL 38
((:SUB * THING NIL NIL VAR 2)
(ARG * PATH [TOWARD] LOCATIONAL NIL 5
((:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL POSITION [IN] LOCATIONAL NIL 39
(:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL THING NIL NIL VAR 6)))))))
(:MOD * PO SITION WITH INSTRUMENTAL NIL 19
((:SUB NIL EVENT *HEAD* NIL NIL 40)
(:ARG NIL THING FUNNEL+ER NIL NIL 20)))))

21¢

Structure



ISLE IST-19991064 7WP2-WP3

'VAR_SPEC ((5 :OPTIONAL) (1 (ANIMATE +)))

5.1.3.4 Head switching: some examples of demotional and promotional phenomena,
when modifiers in one language may become matrix verbs in another and
vice-versa.

E: I liketoea
G: Ichessgern
(I e likingly)

I: a. Mi piacemangiare (this has only an habitual, generic meaning: i.e. eding is a favourite
passon d the spedker)

b.Mangio vdentieri (Besides ageneric reading, also "l fed like eding")

E: She smiled her thanks
F: Elleremerciad'un sourire

G: Sie bedankte sich mit einem Ladheln

5.1.3.4.1 Heda switchingin Colli ns Gem
word : smile

multiword : to smile her thanks

5.1.3.4.2 Head Switchingin SY STRAN

SYSTRAN: These ae mded as gedfic expressons (a more generalized solution could be
implemented, bu hasn’t been)

EN like.if_governs_inf="eat”

Trd like sDE “gernesen”
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EN like.if_governs_inf="drink”
Trd like s DE “gerntrinken”

(other word order “isg gern” is generated automaticdly for German; no spedal dictionary code is
nealed)

5.1.3.4.3Head Switchingin Lexicd Conceptual Structure

E: lliketo ea [E-11] from (Dorr,1993
G: Ichessgern [G-2] from (Dorr,1993

[E - 11]

(DEFINE - WORD
:DEF_WORD "like"
:LANGUAGE ENGLISH
:LCS (:ROOT NIL STATE BE CIRCUMSTANTIAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(ARG NIL POSITION AT CIRCUMSTANTIAL NIL 38
((:SUB NIL THING NIL NIL VAR 2) (ARG * NIL NIL NIL VAR 27)))

(:MOD NIL MANNER LIKE+INGLY NIL NIL 26)))
'VAR_SPEC ((2 (HUMAN +)) (27 (THING -) (CFORM INF)))
:COLLOCATIONS ((27 "to"))

)

[G-2]

(DEFINE - WORD
:DEF_WORD "gern"
:GLOSS "like"
:LANGUAGE GERMAN
:LCS (:ROOT NIL STATE BE CIRCUMSTANTIAL NIL 37
((SUB*THI NG NIL NIL VAR 2)
(ARG NIL POSITION AT CIRCUMSTANTIAL NIL 38
((:SUB NIL THING NIL NIL VAR 2) ;ARG * NIL NIL NIL VAR 27)))
(:MOD NIL MANNER LIKE+INGLY NIL NIL 26)))
'VAR_SPEC ((2 (HUMAN +)) (27 (THING -) :DEMOTE))

)

5.1.3.4.4 Path verbs

E: Johnswam aaosstheriver
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K: Chelswu-ka swuyenghase kang-ul kenne-ssta
(Chelswu-Nom swim river-Acc aossPast-Ded)
F: traverser "alanage

(crossby swimming)

|: attraversare anuao

S: atravesar anado

E: | email ed the note to John
I: Ho spedito il messaggio aGianni per e-mail

S: mandar un mensaje por correo eledronico

5.1.3.4.41 Path Verbsin Colli ns Gem

word :swim

trandation 1 nager

trandation 2: traverser (alanage)

syntadic constraint ontranslation 1: syntadic (vi)

syntadic constraint ontranslation 2: syntadic (vt) type of phenomena : multiword constructions

5.1.3.4.42 Path Verbsin SYSTRAN

SYSTRAN expressonfor these would be:
EN swim .if _prep_compl="across and if_prep_oljed =river,lake,or any WATERBED”
Thentrd swim asFR “traverser alanage” (verb=WN1 + INSOBJ)
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5.1.3.4.43 Path Verbsin Lexcal Conceptual Sructure Lexicon

E: swim aaoss [E-12]
S atravesar anado  [S-7]

[E - 12]

(DEFINE - WORD
:DEF_WORD "swim"
:CLASS "51.3.2.a.ii"
‘WN_SENSE (("1.5" 1116739 1084706) ("1.6" 1335172 1299337))
:LANGUAGE ENGLISH
:LCS ((ROOT NIL EVENT GO LOCATIONAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(:ARG * PATH FROM LOCATIONAL NIL 3
(CSUBNIL THING NILN  IL VAR 2)
(:ARG NIL POSITION [AT] LOCATIONAL NIL 38
((:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL THING NIL NIL VAR 4)))))
(:ARG * PATH TO LOCATIONAL NIL 5
((:SUB NIL THING NIL NIL VAR 2)
(ARG NIL POSITION [AT] LOCATIONAL NIL 39
((:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL THING NIL NIL VAR 6)))))
(:MOD NIL MANNER SWIM+INGLY NIL NIL 26)))
'VAR_SPEC ((5 :OPTIONAL) (3 :OPTIONAL))

)

(DEFINE - WORD
:DEF_WORD "across "
‘LANGUAGE ENGLISH
:LCS (ROOT NIL POSITION ACROSS LOCATIONAL NIL O
((:SUB NIL NIL NIL NIL VAR 2) (:ARG NIL NIL NIL NIL VAR 11)))
‘VAR_SPEC ((0 (:CAT ADV)))

)

[S-7]

(DEFINE - WORD
:DEF_WORD "atravesar"
:GLOSS "cross"
:CLASS "51.1.h"
‘WN_SENSE (("1.5" 1089601) ("1.6" 1304824))
:LANGUAGE SPANISH
:LCS (:ROOT NIL EVENT GO LOCATIONAL NIL 37
(( :SUB * THING NIL NIL VAR 2)
(:ARG NIL PATH TOWARD LOCATIONAL NIL 38
(:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL POSITION ACROSS LOCATIONAL NIL 39
((:SUB NIL THING NIL NIL VAR 2)
(ARG * THING NIL NIL VAR 6)))))

(:MOD NIL MANNER CROSS+INGLY NIL NIL 26)))

:'VAR_SPEC ((6 :OPTIONAL) (2 (ANIMATE +)))
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(DEFINE - WORD
:DEF_WORD "nadar"
:GLOSS "swim"
:CLASS "47.5.1.b"
‘WN_SENSE (("1.5" 1116739 1084706) ("1.6" 1335172 1299337))
:LANGUAGE SPANISH
:LCS ((ROOT NIL EVENT ACT LOCATIONAL NIL 37
((:SUB * THING NIL NIL VAR 2)
(:ARG * POSITION [AT] LOCATIONAL NIL 10
((:SUB NIL THING NIL NIL VAR 2)
(:ARG NIL THING NIL NIL VAR 11)))

(:MOD NIL MANNER SWIM+ING LY NIL NIL 26)))

'VAR_SPEC NIL

5.1.3.5 No literal translation, requires an entry in a phrasal lexicon

E: John kroke into the room
S: Juan forz'o la entrada d cuarto
(Johnforced entry to the room)

I: Gianni feceirruzione/ entro conlaforza nell a stanza

E: shake hands

P: apertar m~aos

(squeeze hands)

K: nanunJohnkwa akswu-lul ha-yessta
(I-Top Johnwith hand_shake-Acc do-Past-Ded)
I: stringersi /darsi lamano

(‘'Gianni e Mario si sonostretti / dati |a mano)

S: darse lamano (Juan y Maria se dieronlamano)
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5.1.3.5.1 No literd trandation in Colli ns Gem

word : bregk

multiword : to breg into

tranglationl: s'introdure dans

Syntadic constraint ontranslation 1: syntadic (vi)

Semantic constraint ontranslation 1: domain (house)

5.1.3.5.2 No literal trandationin SY STRAN

SY STRAN treds these simil arly to the others above

EN bred& .if_prepos complement= “into” and if _prep _oled is“room” or any other enclosed
space

Thentrd bre&k inES “forzar la entrada a”

5.1.3.5.3 No literal trandationin Lexicd Conceptual Structure Lexicon

E: John kroke into the room
S: Juan forz'o la entrada d cuarto
(Johnforced entry to the room)
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(Dorr, 1993 describes an LCS treament of bre&-into. The foll owing picture describes how the
LCSisdeammposed into threelanguages. English, Spanish and Arabic.

= ([ John | [ into |

John broke info the room

forgar

( John ] (entrada)

cuarto

fohn forzo la entrada en el cuario

JOHN

igtaHam

[ John ] [gur’fa]

igtaHama John algorfala

Fig. 20: LCStreatment of break-into
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5.1.4 Multi-word constructions: idioms

5.1.4.1 Verb phrases

a) amost completely frozen (cahna be internally modified, dorit alow passvization,
singular/plural aternation, etc.)

E: let the cd out of the bag

E: John kicked the bucket
P: Jo~a0 morreu

I: Gianni hatirato le aoia

b) somewhat modifiable

E: know/teadVlean the ropes

I: Vederne / dirne / passarne /farne di tutti i colori (to see/ to tell / to go through /to doall sorts
of things)

C) internal variable:
boundto subjed:

E: blow one's sak

boundto nonsubjea NP

E: got someone's number (unbound

d) light verb + NP - might be asingle word in target language

compositional/ semanticaly transparent
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E: totake atrip

I: fare un iaggo

E: to havefun

S: divertirse

non-compositional:

E: take the words out of one's mouth
|: fare cao a (to naice)

either (paysemous):

E: The engine overstrained

K: encin-ey mwuli-ka ka-ssta

(engin-Nom overstrain-Nom go-Past-Ded)

I prendere lamano (to get out of somebody's control)

5.1.4.1.1 Verb phrasesin Collins Gem

word : fun
idiom : o havefun

trandlation : S amuser
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5.1.4.1.2 Verb phrasesin Euro(/Ital)WordNet

E: indispose

|: fare star male

{fare star male}
Has Hyperonym: rendere, fare

EQ SYNONYMY relation with:

{indispose, causeto fed unwell}

Has Hyperonym: Change

5.1.4.2 NP

a) non-compasitional compound:

E: stepping stone

E: straight arrow

I: testa di porte (bridgehead)

I: muro d gomma (somebody that is totally indiff erent)

5.1.4.2.1 NPin Coallins

word : stone
idiom : stepping stone
22€
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5.14.22 NPin SYSTRAN

SY STRAN dictionaries indicae the head word of both the source NP and itstrandation.

5.1.4.3 Clauses, sentences

E: when the @ws come home
E: not aleg to stand on
F: Vastefaire aiire un ceuf

E: one's bark isworse than ore's bite

5.1.4.3.1 Clausesin Collins Gem

word :oeuf

idiom :vastefaire aiire un ceuf
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5.1.4.3.2 Clausesin SYSTRAN

Some of these types of expressons are wded as “nonvariable idioms’ in SYSTRAN dict., i.e. the
entire phrase is replacad by the etire phrasal trandation. This type is very rare in SYSTRAN
dictionaries.
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6 Towars Multilingual ISLE Lexical Entry

6.1 A first comparison of the surveyed resources

The ISLE survey highli ghts interesting aspeds and pants of view in the multifarious senario
of the bili ngual resources that are arrently availablein the HLT community. In thisfinal sedion,
we dtempt to ill ustrate some of these perspedives, trying to foregroundthe major tendencies and
generali zations, so asto provide afirst important boastrap for the next phases of the ISLE work,
i.e. the standardization proposal. The survey shows that existing lexicd multili ngual resources can
be grouped in at least four classes:

madine-readable dictionaries (MRD);
general purpose computational lexicons (GPCL);
applicaion-oriented computational lexicons (AOCL);

H w0 DdhPRE

lexicd data representation and interchange formats (LDRIF).

Although they differ under many respeds, these resources al'so show agrea amourt of overlapping
andredprocd interadions, bah onthe mntent and onthe representational levels, which deserveto
be made explicit.

6.1.1 Machine-readable dictionaries

MRDs like the Calli ns, the Oxford-Hadette (8. 3.1.) and the Van Dale (8. 3.1.2 represent
the most classca resources for HLT systems. Being essentialy developed for human users, they
maintain most of the charaderistic of traditional paper dictionaries, bah in the general architedure,
as well as in the way linguistic information is organized and encoded. In general, differently from
computational lexicons, they ladk an explicit representation o linguistic information such as
infledional class oMigatory complements, alternations, regular polysemy, etc. The daraderization
of lexicd entriesis mostly achieved through arich array of examples. Prima facie, MRDs are fairly
orthogonal with computational lexicons, they nevertheless represent important resources on their
own for multilingual HLT. First of al, MRDs are widely used as inpu to buld computational
lexicons (both AOCL and GPCL), as $hown in the caes of Microsoft (8. 3.3.7 and d the Collins
Robert Semantic Lexicd Database (8. 3.2.). Dictionary definitions and translation examples are
widely used to popuate computational lexicons with crucia information, and they alow the lexicd
resource @nstruction to be atruly dynamic process Sewmndy, athough human user oriented, the
structure of multili ngual MRDs provide useful insights and inpus to the processof computational
lexicon design. While many computational lexicd databases try to make explicit large anourts of
usualy implicit lexicd knowledge, MRDs show the aucia importance of linguistic examples to
establish trandation equivalents, as well as provide the aqucia suppat and badkground d the best
lexicographic tradition.
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6.1.2 General purpose computational lexicons

EuroWordNet/ItalWordNet (8. 3.2.3, PAROLE/SIMPLE (8. 3.2.4, and FrameNet (8.3.2.9
represent important instances of GPCLs. Differently from MRDs they am at making explicit
morphosyntadic, syntadic and semantic knowledge, partly through an extensive work of extradion
from corpora. They have an inherent vocaion towards appli caion-independence, since they encode
general linguistic knowledge, rather than being exclusively tailored to the spedfic needs of some
particular applicaions. With this resped, they represent general models of lexicad architedure
strongly grounced on well-established theoreticd frameworks, which provide the main
representational badkbore (e.g. the Generative Lexicon, Frame Semantics, etc.). As a consequence,
while guarantedang a high degree of reusability and generality, GPCLs neel to be spedficdly
customized to apply to particular domains. EuroWordNet/Ital\WWordNet provides an interesting
example of ageneral lexicon, which also contains adomain spedfic instantiation.

Most of the existing GPCLs are essntially mondingual, although it has been shown that the
linguistic information they encode can be extremely useful in multilingual environments, and
acually multili gual links of simple types in some caes adrealy exist (cf. EuroWwordNet). The only
exception is represented by The Colli ns-Robert Lexicd Semantic DataBase which is truly bili ngual
and adually is also an important case of interadion with MRDs. Semantic information is extraded
out of aMRD, and represented through Mel'chuk lexicd functions.

Even within the general category of GPCLSs, the surveyed resources show big diff erences.
PAROLE/SIMPLE, for instance, provides a large bulk of information (pradicaly the whole set of
the EAGLES recommended information types) but ladks coll ocaional information, as well as the
representation d multiword expressons, althowgh the SIMPLE modd alows for their fast
integration into the eisting architecure. On the other hand, EuroWordNet/ItalWordNet is by its
own vocaion aiented towards a network representation d lexicd semantic information, while
laking information for argument structure and syntax-semantic mapping. With this resped,
EuroWordNet/ItalWordNet and PAROLE/SIMPLE represent an interesting example of
complementary lexicd architedures. Finally, FrameNet shows an important corpus-oriented
vocaion, paired with strong theoretica assumptions, and important synergies can be foreseen with
amode like PAROLE/SIMPLE, together with prospedive extensionsto cover areas sich as MWES
and multili nguaity. The future integration d EuroWordNet/ItalWordNet, PAROLE/SIMPLE and
FrameNet shoud thus be suppated and fostered, so as to get at a more comprehensive model for
GPCLs.

6.1.3 Application-oriented computational lexicons

Asfor AOCLs, the present survey has mostly focussed onresources for MT systems. The main
ressonisthat MT provides very interesting examples of different styles of multili ngual |exicons,
due dso to the aucial role of such resourcesin the high-demanding task of automatic trandlation. In
this areg we find large lexicons which provide very complex methods and solutions to establi sh
trandlation equivaents and complex lexicd multili ngual mappings. All the surveyed lexicons
establi sh trandations equivalents in terms of rich arrays of morphasyntadic information encoded in
the lexicd entries (e.g. subcaegorization frames, etc.). Conversaly, semantic information hes o far
alesscentral role, which is also refleded into its lesswide encoding in the lexicons. While
Microsoft and EDR (8. 3.3.3 have very complex and articulate semantic comporents, semantic
information are preset only in amore reduced fashionin the Logos, Metal (8. 3.3.9 and Eurotra (8.
3.3.]) systems. On the other hand, dfferently from most of the available GPCLs, in AOCLsa
crucia placeis occupied by coll ocaional information, multiword expressons, and example-based
multili ngual correspondences, extraded from corpora and MRDs. While lessdiredly conneded to
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spedfic theoreticd frameworks, the structure and aganization d AOCLs heavily refled the neals
and spedficity of the systemsthey are part of. However, they aso presents alarge degreeof
overlapping in the adopted architedure, design and strategy.

A basic dichotomy exists in the surveyed resources, refleding the magjor partitionin the MT
field between interlinguabased systems and transfer-based systems. Eurotra, Metal, Logos,
Microsoft and Systran (8. 3.3.5 are dl based on a transfer tedhindogy, and thus provide alarge
number of expresgve devices to establish transfer conditions to cover awide range of lexicd cases
and prenomena (cf. for instancethe list of linguistic phenomenain 8.5.2). On the other hand, EDR
is adso partialy based on an interlingua, which also lies at the wre of the Lexicd Conceptual
Structure Lexicons (8. 3.3.6.

The Verbmobil lexicd resources (8. 3.3.§ provide an important example of spoken
lexicons, spedficdly geaed to speetr-to-speed trandation. Actualy, Verbmobil experienceraises
crucia isales for lexicd resources development in general, by highlighting spedfic information
types particularly needed by appli cations deding with spoken language, and that are usually ladking
in lexicons oriented to written text (e.g. phoreme patterns, enhanced with prosodic information such
as g/llable boundry and stress marking, pronurciation variants, lexicaised dscourse phenomena
such as hesitation markers, etc.). Thus, spoken languag lexcography clealy emerges as an
important extension-complementation d the more traditional and aready well-established
computational lexicography. What the Verbmobil experience shows is, in fad, that speed-to-
speed trandation systems neeal to access both traditional linguistic information (morphdogic,
syntadic and semantic), and speed-spedfic lexicd information.

A grea amount of overlapping adualy exists between GPCLs and AOCLs (whose
information types are asubset of those encoded in the former resources), together with also a high
degreeof complementarity. In fad, AOCLs in most cases ladk some pieces of explicitly represented
semantic knowledge, which could be amployed in establishing more complex and articulated
transfer condtions, while vice vesa GPCLs are in many cases dill deficient on the side of
multili ngual conredions as well as in the encoding of corpus-based examples of language-to-
language mappings. This complementarity can be extremely useful in representing an important
road towards a degoer integration between those two types of resources, in the quest for a ommon
parlance that might enhance the interchange of information and the dialogue between theoreticd
reseach and appli caive needs.

6.1.4 Lexical data representation and interchange formats (LDRIF)

GENELEX (8. 3.3.8and OLIF (8.3.3.9 represent interesting and succesful examples of general
models for lexicd data representation and lexicon development. They have both important
instantiations in concrete resources, i.e. SIMPLE/PAROLE lexicons for GENELEX and Metal and
Logos lexicons for OLIF. Besides this, GENELEX aso dfers a wide, extensible and hghly
expressble language for the representation and encoding of mondingual and multili ngual lexicd
information. The result is arelational model for lexicon aganization, which assaures moduarity and
scdability of the resources. OLIF is aso particularly geared towards lexicon resource development,
besides a particular attention to the representation d meta-datainformation, which are aucial in the
processof lexicon construction, reuse and versioning. Whil e ladking the same @verage of semantic
information types as GENELEX, OLIF adualy offers extremely rich expressve tods to ded with
complex lexicd transfer relations and transformations that occur in multili ngual mappings.

It isimportant to stressthat both GENELEX and OLIF ad as interchange formats for lexicd
data, which allow for the development of reusable resources and parall e lexicons. While thisis the
natural andfirst vocation d OLIF, GENELEX too provide astandard representational model for the
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lexicon, which is highly EAGLES compatible and guarantees data exchange and patability.
Therefore, bah GENELEX and OLIF surely represent important reference and starting points for
the ISLE work of standard definition

6.2 Aroadmap for ISLE

The purpose of the survey was to provide the necessary indicaion for the ISLE CLWG
standardization work, as diredly stemming from the state of the at in multili ngual lexicd resources
as well as from the arrent neeals of existing HLT systems. We can well say that this objedive has
been fully achieved and that the analysis of the avail able resources ill ustrated in the dowve sedions
has highlighted some hot iswes that lie & the core of the process of defining standard for
multili ngual lexicons at the service of the HLT community. In this ssdion we will ill ustrate some of
these isaues, composing the roadmap that will guide and aient the next steps of the CLWG work:

1. Theoretical frameworks mappng andintegration — In many cases, there ae resources that,
athouwgh developed acording to dfferent theoreticd frameworks, sean to offer fairly similar
and hghly compatible types of lexicd information. An effort towards a more in-depth analysis
of the differences and simil arities between these resources, their theoreticd solutions and their
contents, would surely enhance the chances of data integration and exchange, as well as the
portability of the resources. The isaue is not framework independence, bu rather to establish the
proper mappings between the types of information and representations that different resources
offer. In ather terms, the purpose shoud be to let each resource speak its own jargon, bu make
them understand each-other, when thisis really possble.

2. Explicit andimplicit lingustic knowledge integration — A large scde ontrast reveded by the
survey is the one between linguistic information that is expli citly represented through some kind
of representational language (i.e. ortology, conceptual structures, subcaegorization frames,
semantic relations, etc.), and linguistic information that is implicitly encoded through example
patterns, collocaional expressons, etc., and which is widely used in many multili ngua
applicaions. An important task is to find the way to synergicdly integrate both types of
information in lexica resources, in order to allow systems to simultaneously access them. In
fad, it seans that in order to otimally operate in truly multili ngual environments, it is not
possbletoignore ather of these types of information.

3. Lexcal resources as distributed environments — Lexicon construction is an highly costly
enterprise, and amajor goal isto set up general infrastructures to ease and ogdimise this process
The aescent needs of lexicd data, bah of general and d domain-spedfic nature, makes lexicon
development an always incremental and pdentially open effort, often to be caried ou in
distributed environments and through the joint work of multiple adors. It is therefore necessary
to fadlitate lexicon versioning and authoring, the fast integration and scdability of the
resources, the fast integration d domain and general linguistic knowledge, as well as the
integration d the work of human lexicographers with the information automaticdly extraded
from corpora and dctionaries. A not very far future would in fad see the posshility to
simultaneously access multiple resources, ead with dfferent types of information a more
geaed towards certain damains, and ead developed independently or distributed on dff erent
locations and repositories.
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4. Towards multimodd resources — The amergence of tedindogies like speed-to-speed
tranglation and multimodal appli cations establish a new frontier for lexica resources, the one in
which linguistic information traditionally encoded for written HLT is paired with the
representation d information which is gedficdly requested for multimodal tasks. Integrated
resources eam to be what systems will redly neal in the nea future, and which would make
computational lexicons truly upto the developmentsin HLT.

The standardization enterprise pursued by the aurrent ISLE CLWG canna hope to cover all
these agpeds, which nevertheless must form the general reference scenario for its work. Actualy,
some of the @owve points, being more firmly establi shed and investigated, seem to dffer themselves
to afaster and easier standardization, whil e others do redly belong to the still waving and urcertain
frontier between advanced reseach and assessed techndogy. Thus the CLWG work must find the
delicae and crucia balance of proposing a standard framework for well-established lexicd
solutions in multili ngual environments, while being open towards the next generation d systems
and their correlated neeals. Actualy, two final major aspeds are worth stressng. First of al, the
scenario of multili ngual lexicd resources reved a gred amourt of complementarity among the
solutions offered by existing typologies of resources. This complementarity makes integration
possble and adually desirable, as one of the most expeded results from the ISLE CLWG work.
Sewondy, standardization proposals $oud na lead to the daboration d ancther off-the-shelf
lexicd architedure or formalism, bu rather to the development of a meta-scheme for the
representation, integration and exchange of lexicd information in multili ngual environments. Such
a meta-scheme must be regarded as answer to the need of moving towards the definition d a
common parlance anong different adors in the HLT and among different typologies of lexicd
resources, so as to ensure a fair information transfer from different resources, fostering the
developments and enlargements of lexicd knowledge-bases, and enhancing their effedive
exploitation by HLT systems.
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